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Research of Acoustic Wave 
Generated by Heterogeneous Interface 

K. E. Abbakumov, B. Ch. Ee 

Saint Petersburg Electrotechnical University “LETI”, Saint-Petersburg, Russia 
E-mail: ee.boris.eut@gmail.com 

Received: 28.11.2016 

Abstract. We have examined cooperation of plane acoustic wave with cylindrical triggering at inter-
face part where we see a flexible bonding with background medium. To make the flexible bonding at 
the interface we used stiffness module introduced into boundary conditions. We used scattering cross 
section to characterize a scattered field. So, we have found that there can be different resonance phe-
nomena in accordance with the size of broken part. 

Keywords: plane wave, contact stiffness module, graphite, metal, scattering cross section, finite ele-
ment method 

INTRODUCTION 

Cylindrical defect model is popular while research works as to cooperation of real round 
and extensive defects with ultrasonic wave. This model considers absolutely rigid contact be-
tween triggering and background medium. But due to many polished section studies we see 
that triggering and background medium interface can include sections with partial adhesion 
fault or full adhesive bonding fault. Cooperating with the similar interface the ultrasonic wave 
makes a complex diffraction field in bonding with interruptions while transmission of dis-
placement normal component and with sliding of adjoining surfaces while transmission of 
displacement tangential component [1]. In [2] we show the ability to take into account such 
interface with the help of interface conditions at linear yawing approach, if there are interrup-
tions while transmission of displacement components and uninterrupted transmission of stress 
tensor component via stiffness tensor. 

MODELING IN COMSOL 

Imagine, a plane ultrasonic wave is incident on elastic cylindrical inclusion of a radius, 
where in the sector of  dimensions there is adhesive bonding fault, with acoustic parameters 
1, cl1, ct1 – density, compressional and shear velocity, located at solid isotropic matrix with 
the following parameters 2, cl2, ct2 (Fig. 1). 

Let’s examine a normal acoustic wave incident which is parallel to Y axis. As the wave is 
parallel to Y axis so there are not polarized waves in another plane. Cylindrical inclusion (do-

                                                           
  Abbakumov, K. E., Ee, B. Ch. 2017 
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main 1) with diameter d interact with incident wave and generate scattered and transmitted 
waves. There is damaged adhesion in the sector (orange line) in the interface between domain 1 
and domain 2, which is described as thin elastic layer with normal and tangent contact stiff-
ness (KGN and KGT respectively). It’s necessary to study the how contact stiffness affect on 
the scattered field. This task is solved with the finite element method implemented in the 
COMSOL software application. Geometrical properties of domain zones are shown in Table 1. 

 
 Thin elastic 

layer 

Domain 1 

d 

Perfectly matched 
layer 

Domain 2 

h2 h1 

Incident wave direction Y 

X 

 

 
Figure 1. Cylindrical defect in semi-infinite cylindrical matrix 

Table 1. Geometrical properties of domain zones 

Domain Size of domain, mm 

Domain 1 d = 1 

Domain 2 h1 = 6 

Perfectly matched layer h2 = 2 

where  = 2f / cl,  – mathematical constant, f – frequency. 

 
The equation describing elastic wave propagation is shown with the wave equation: 

 
2

2 2

1
,

d
u

c dt
   (1) 

where  – Laplace operator; u – displacement; c2 – phase velocity. 
If propagation is harmonic, the equation (1) is changed into the Helmholtz equation: 

2 0,u k u    

where k – wave number. 
If two solids are bonding following boundary conditions are to be taken place in the cy-

lindrical coordinates: 
– uninterrupted displacement components: 

 ,I II
r ru u  (2) 
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 ,I IIu u   (3) 

where ,Iu  ,I
ru  ,IIu  II

ru  – components of displacement, upper index denotes domain 1 or 2, 

lower index denotes component of displacement in cylindrical coordinate; 
– uninterrupted stress component: 

 
,I II

rr rr  
 (4) 

 ,I II
r r     (5) 

where ,I
rr  II

rr  – normal component of mechanical stress, upper index denotes domain 1 or 2, 

lower index denotes component of mechanical stress in cylindrical coordinate; ,I
r  II

r  – 

tangential component of mechanical stress. 
As boundary conditions (2)–(5) in the sector of cylindrical triggering and background 

medium are changed into [2]: 

 ,

I
I IIrr
r r

I
I IIr

I II
rr rr

I II
r r

u u
KGN

u u
KGT


 

 


  


   

  

   

 (6) 

where KGN, KGT – normal and tangential components of contact stiffness. 
Range of values of KGN, KGT at 1012–1017 N/m3 conforms with the path from free boun-

dary condition to rigid contact [3]. In [4] it is shown the opportunity to make such flexible 
contact with thin elastic layer with certain values of components of stiffness. 

Besides the wave equation and interface conditions we have to model semi-infinite me-
dium. In COMSOL we show semi-infinite medium as a perfectly matched layer embanking 
the examined area. The perfectly matched layer takes up all the waves entering it and with 
large losses there is no reflection from the boundaries [5]. 

To numerical simulation let’s choose a steel as a material for domain 2 and perfectly 
matched layer and a graphite for domain 1 with the following properties as shown in the Ta-
ble 2 [6, 7]. 

 
Table 2. Elastic properties of a chosen materials 

Material  Young’s modulus E, GPa Shear modulus G, GPa Density, , kg/m3 

steel  5920 3100 7800 

graphite 25.5 97 2250 

 
Scattering cross section SCS (7) is chosen as a property to be examined. SCS is a ratio of 

the energy flux in the scattered wave to the intensity in the incident wave through the propa-
gation cross line [8]: 

 ,s

inc

F
SCS

I
  (7) 
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where ;ij i
u

F n dS
t


  

  Iinc  incident wave intensity; ni – normal to area S. Additionally, 

angular distribution of normalized amplitude of displacement in far field is investigated. Dis-
placement amplitude normalized to maximum displacement amplitude at KN = 1012 N/m3. 

RESULTS 

In the Fig. 24 we show scattering cross section SCS versus defect wave size kla relation-
ship. 

 

 
Figure 2. Scattering cross section SCS versus defect wave size kla relationship if KN = 1015 N/m3 

 
Figure 3. Scattering cross section SCS versus defect wave size kla relationship if KN = 1013 N/m3 
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Figure 4. Scattering cross section SCS versus defect wave size kla relationship if KN = 1012 N/m3 

The results of show us that contact rigidity module change causes the change of scattered 
resulting in resonance phenomena appearance. We see that the change of KGN = KGT = KN 
in the range from KN = 1012 N/m3 to KN = 1017 N/m3 conforms with the path from a cavity to 
welded contact. If KN = 1012 N/m3, scattering cross section (Fig. 4) is equal with the results 
for the cavity in [9]. 

In Fig. 5–8 the angular distribution of mechanical displacement is shown. 
 

 
Figure 5. Angular distribution of mechanical displacement 

on frequency f = 2.6  105 Hz and various values of KN 
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Figure 6. Angular distribution of mechanical displacement 

on frequency f = 1  106 Hz and various values of KN 

 
Figure 7. Angular distribution of mechanical displacement 
on frequency f = 1.114  106 Hz and various values of KN 
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Figure 8.
on frequency

In Fig. 5–8 we can see that damaged adhesion has different affect on scattered field. For 
example, in Fig. 5 on the frequency
crease amplitude of displacement in sector, also we can see that the most part of the resulting 
field is transmitted waves. In Fig.
ends of damaged adhesion sector,
a thin elastic layer. In Fig. 7 on the frequency
displacement amplitude is increase. In Fig.
KN = 1013 N/m3 the displacement amplitude is slightly increase, it can be related with res
nant scattering or thin elastic layer can be as a quarter

Scattering properties of cylindrical heterogene
tween the heterogeneity and background medium very much. So damaged adhesion has a 
large effect on information signals against heterogeneities.  It should be taken into account at 
nondestructive testing, since it ca
can be taken as invalid. 
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Figure 8. Angular distribution of mechanical displacement 
on frequency f = 1.215  106 Hz and various values of KN 

8 we can see that damaged adhesion has different affect on scattered field. For 
5 on the frequency f = 2.6105 Hz with KN = 1014–1017

crease amplitude of displacement in sector, also we can see that the most part of the resulting 
field is transmitted waves. In Fig. 6 on the frequency f = 1106 Hz with KN
ends of damaged adhesion sector, the amplitude decreases, this may be due to interference on 

7 on the frequency f = 1.114106 Hz with KN = 
displacement amplitude is increase. In Fig. 8 on the frequency f = 

the displacement amplitude is slightly increase, it can be related with res
nant scattering or thin elastic layer can be as a quarter-wave matching layer.

CONCLUSION 

Scattering properties of cylindrical heterogeneity are related to the contact quality b
tween the heterogeneity and background medium very much. So damaged adhesion has a 
large effect on information signals against heterogeneities.  It should be taken into account at 

since it can cause both the undetection of the defect or a valid defect 
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Abstract. The paper concerns three different types of piezoelectric transducers for creating energy 
harvesting devices for small-size radioelectronic devices. Modes of operation of the proposed circuits 
of piezoelectric transducers are analyzed numerically in the mathematical FEM software package 
COMSOL 5.1. For a piezoelectric generator of the umbrella type, both numerical and experimental 
simulations are performed. The load regimes of piezoelements are determined both in the frequency 
and spatial domains, as well as the frequency dependences of the output voltage for transducers like 
disk bimorph umbrella-, aeroelastic- and the static-types. It is shown that the matching of the piezoe-
lectric transducer with the load can be coordinated by connecting the piezoelectric elements in parallel 
to reduce the input resistance of the energy harvesting. The simulation results show the possibility of 
obtaining rather high voltages at different frequencies, and different designs make possible to use the 
piezoelectric energy harvesters in various conditions as independent energy sources.  

Keywords: energy harvesting, piezoeffect, piezoelectric transducer, mathematical modeling, mechani-
cal stress, strain, output voltage 

INTRODUCTION 

The design and study of compact piezoelectric energy harvesters now became a very con-
temporary and important problem, attracting the attention of many scientists and engineers. 
The interest in this problem is due to the possibility of the prospect of creating different small 
independent and virtually inexhaustible sources of power for the various autonomous elec-
tronic devices. Such sources convert the bargain energy of vibrations that present almost eve-
rywhere to the electrical energy and do not require external power sources or do not demand 
costs for periodic replacement of batteries and their chemical processing [1].  

The analysis of numerous works on obtaining electrical energy from vibration for power 
microelectronic devices shows a significant advantage of piezoelectric method in comparison 
with the electromagnetic or electrostatic one [2]. 
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The main advantage of the piezoelectric method of energy conversion is large, compared 
to other methods of conversion, electric power density, and simplicity of design. The range of 
values of the resulting voltages is much wider than that of all other types of harvesters.  

The main disadvantage of piezoelectric method of energy harvesting can be attributed 
to the large output impedance of the source. However, this disadvantage can be easily com-
pensated by proper choice of the number of piezoelements, or by the proper choice of their 
connection  parallel or serial. Moreover, this disadvantage can be turned into the advan-
tage. By the proper selection of the number of elements and their connection one can obtain 
practically any desired output voltage and internal resistance.  

Various types of piezoelectric harvesters can be realized using both longitudinal and 
transverse vibrations, but in most cases they are performed in the form of cantilever 
beams with piezoelectric elements, one end of which is clamped in the support, and the 
other is free. To reduce the working frequency range of the piezoelectric bimorph (three-
morph) beams a passive load is placed at its free end,  

One can conclude, that the piezoelectric method of producing electrical energy is charac-
terized by a high flexibility of choosing its design.  

The piezoelectric energy harvester can be placed at any vibrating place, for example fit 
snugly to the base, or to the element of the building structure or to a floor or to the road sur-
face or to any vibrating surface. As a result of external impact to the piezoelectric element an 
electric voltage arises at its output, which after rectification can be supplied to the circuit that 
controls battery charge. Then the energy of the charged battery may be used by the consumer, 
i.e., used the waste energy of the external impact or vibration of different objects. 

All vibrations are of different nature. Accordingly, it is necessary to create a device that 
can be used effectively under various conditions. In this regard, three types of piezoelectric 
transducers have been developed: disc – bimorph umbrella-type, aeroelastic and static trans-
ducer.  

DISK BIMORPH UMBRELLA – TYPE PIEZOELECTRIC TRANSDUCER 

Disk bimorph piezoelectric transducer is a cantilevered bimorph piezoelectric transducer, 
which is vibrating under the influence of external vibrations. Accordingly, alternative electric 
voltage arises across causing its electrodes due to the direct piezoelectric effect. 

It should be noted that “pure bimorph” structure, which is suitable for the construction of 
the transducer, is not well suited concerning the problem of energy.  

Theoretical and experimental analysis shows [35], that best design of the piezoelectric 
harvester must preferably be the “threemorph”, rather than “bimorph”. That means, that the 
transducer must contain two piezoceramic plate with an inverted polarization, pasted on the 
intermediate base metal plate, so that the piezoelectric ceramics must be located in the area of 
considerable mechanical alternating stresses. However, this increases the thickness of the 
flexural bimorph piezoelectric element, which in this case goes out of the desired range of vi-
bration frequencies due to the increase of the frequency of its own umbrella resonance. That is 
why, a rather massive metal ring is glued on the periphery of the round substrate to reduce the 
frequency of its main resonance.  

The piezoelectric transducer (Fig. 1) consists of the round cantilevered plate 1, 110 mm 
in diameter; the annular mass 3 around the circumference of the plate; and piezoelectric ele-
ments 4 on both surfaces of the plate. Each element is made in the form of a thin plate 25 mm 
in diameter.  
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To perform a numerical simulation using FEM software COMSOL 5.1 three-dimensional 
model of bimorph disk piezoelectric transducer of a selected size was created with the neces-
sary parameters and boundary conditions.  

The plate oscillates under the action of the externally applied alternated exciting force. 
The modeling showed, that the offset edges of the plate oscillated harmonically with the 
amplitude up to 2 mm (Fig. 2). 

 

 
Figure 1. Disk bimorph umbrella piezotransducer: 

1  bronze plate, 2  leg, 3  annular mass, 4  round plate piezoelectric elements 

 

 
Figure 2. The offset edges of the plate under the action of the external exciting force 

 
Figure 3. The frequency dependence of the output voltage of the Disk bimorph umbrella piezotransducer 

U, V 

f, Hz 
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One can see from the curve in Fig. 3, that the output voltage reaches 2 V in the idle mode 
at the frequency of 46 Hz, and reaches the value of 16 V at the main resonance frequency 
about 548 Hz. Since the values of the output voltage are complex, the curve is keen. 

Modeling of the transducer showed good results. The transducer generated the output 
electrical voltage up to 16 V in the idle mode. One can obtain better results, if change the set-
tings, sizes, locations of piezoelectric transducers and transducer materials. At this stage of 
study with the selected parameters the results are optimal. 

The usage of this type of bimorph disk transducers for energy harvesting helps to reduce   
the power consumption by the portable systems of obtaining initial information (electronic 
devices, sensors, monitoring the state of the environment, etc.) and to provide their autonom-
ous operation for a practically unlimited time due to the energy obtained from vibrations of 
the environment. 

AEROELASTIC PIEZOELECTRIC TRANSDUCER 

The turbulent flows that occur in the liquid media or the air around moving bodies, caus-
es flexural deformation of these bodies and flutter. In this context the following aeroelastic 
model of the piezoelectric transducer was developed [6]. The model provides a rigid wing fas-
tened with a steel rod. On both sides of the end parts of the wing two piezoelectric layers are 
placed symmetrically from the base of the wing [7]. The wing itself is placed into the air flow, 
as shown in Figure 4.  

 

 
Figure 4. Aeroelastic piezoelectric transducer: 

1  rigid wing, 2  steel rod, 3  piezoelectric layers, 4  environment (liquid or air) 

The work of this type of the piezoelectric transducer at different operation modes was si-
mulated by the frequency element method using COMSOL 5.1. The frequency dependence of 
electric output from the level of mechanical stress is shown in Fig. 5.  

The maximum output voltage reaches up to 0.85 at the frequency about 115 Hz. Such 
changes in the low frequencies range (below 200 Hz) are due to the natural frequencies of the 
structure model. One can also notice a certain periodical repetitions of the arrival of reson-
ances at frequencies about 300 Hz, 550 Hz, with smaller amplitudes. 

Thus, in this paper we analyzed the modes of efficient usage of the energy transducer for 
the piezoelectric harvester operating in an aerodynamic flow. In the process of mathematical 
modeling of such piezoelectric harvester with beam-type transducers (the transducers have the 
form of beams or thick plates) the frequency dependences of the transducer output voltage 
were determined.  
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Also the possibility of its usage as a source of electric power when placed in a wind 
stream, such as air or water. Such an approach is feasible, if put it on the wing of the aircraft, 
as shown by the simulation results, the generated voltage was more than 0.4 V at the flow ve-
locities over 10 m/s. 

 
Figure 5. Frequency dependence of generated output voltage of the aeroelastic piezoelectric harvester 

 
Figure 6. Deformation of the wing (enlarged scale) 

Fig. 6 shows an example of deformation of the wing. For the purpose of clarity, the draw-
ing is executed in an enlarged scale. 

THE STATIC – TYPE PIEZOELECTRIC TRANSDUCER 

The general arrangement of the static-type piezoelectric transducer for energy harvester is 
shown in Fig.7). In this figure: 1 – steel plate of 600 mm long, the left end being fixed con-
sole – 4. The plate acts as a lever, the load being applied through the hemispherical element 2. 

U, V 

f, Hz 
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Six piezoelectric PZT elements are assembled in a column – 3. The piezoelement dimensions 
are: thickness – 2 mm, diameter 30 mm). The piezoelements are connected to better align with 
the input impedance electrical circuit in parallel. The whole structure is supported on a fixed 
plate 5. 

 
Figure 7. The model of the static-type transducer 

 
Figure 8. Displacement of the plate 

 
Figure 9. Output voltage frequency response 

This type of static generator can be used in different applications. The piezoelectric ener-
gy harvesters can be placed at the bottom of some structure that can fit snugly, for example, to 
the element of the building structure or to a floor or road surface, or to the vibrating surface. 
One can use it as a power source for lights on the highways, as a low power source for small 
independent devices, etc. 

U, V 

f, Hz 

y, mm 

x, mm 
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Numerical modeling [8] has shown that under mechanical load equivalent to the mass of 
100 kg, the maximum displacement of the plate was about 9 mm (Fig. 8). The output voltage 
frequency response is shown in Fig. 9. One can see, that the maximum value of the output 
voltage may be as much as 60 V. 

CONCLUSIONS 

Different types of piezoelectric energy sources were analyzed in this paper. The piezoe-
lectric energy harvesters based in these types of piezoelectric transducers are suitable for a 
great number of electronic devices, sensors, various small appliances as storage elements (bat-
teries). Such devices do not require powerful energy sources, so the piezoelectric transducers 
are promising. 

The simulation results show the possibility of obtaining rather high voltages at different 
frequencies, and different designs make possible to use the piezoelectric energy harvesters in 
various conditions as independent energy sources.  

Detailed analysis of all possible applications of different types of piezoelectric energy 
harvesters is far beyond the scope of this work. 

The further research will be focused on the study of the influence of the nonlinearity of 
the piezoelectric ceramic transducers to the properties of piezoelectric energy harvesters.  

It should be noted that these types of transducers are based on the usage of commercially 
available piezoelectric ceramics. They do not require any additional treatment, and they are 
relatively cheap for production. 
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Abstract. This paper is focusing on studying the nature of equations of motion of a six degree of free-
dom of a Minicopter. Choosing a Minicopter is challenging in the field of control because it is 
a highly nonlinear, multivariable, and underactuated system, in addition to its advantages such as high 
maneuverability and stationary flight. Underactuated systems, defined as a mechanical system in 
which the dimension of the configuration space exceeds that of the control input space, that is, with 
fewer control inputs than the degrees of freedom. Modeling of such a system is not a trivial problem 
due to the coupled dynamics of the aerial vehicle. The dynamic model is formulated using the Newton - 
Euler method for translational and rotational dynamics, and the contribution of this work is deriving 
an accurate and detailed mathematical model. Then disturbances that represent outdoors environment 
were added to be used in the simulation, the topic, which was unmentioned before in most of the lite-
rature. The kinematics and dynamics were studied then equations of motion were explained. The state 
space model was derived with the existence of disturbances in the earth frame. An application was 
conducted by LabVIEW simulation program using Runge-Kutta 2 method. Correlations were ana-
lyzed on all parameters of motion equations; four slide mode controllers were implemented to stabil-
ize the altitude and attitude. Finally, Lyapunov stability was presented. 

Keywords: Minicopter, disturbances, Lyapunov stability, UAV control 

1. INTRODUCTION 

Nowadays, mini-drones invaded several application domains [1–3]. The control of aerial 
robot such as Minicopter requires dynamics in order to account for gravity effects and aero-
dynamic forces [1–2]. These aerial vehicles have high maneuverability and stationary flight 
[4–5]. In this work equations of motion were concluded of the whole system using the New-
ton-Euler formulation for translational and rotational dynamics of a rigid body [1, 6]. This 
paper is focusing on studying the nature of equations like nonlinearity and coupled variables, 
then adding disturbances that were presented as an environment for outdoors simulation [3, 7–
9], which is unmentioned in most of the literature. The structure of the paper is as follows: 
describing kinematics and dynamics then explain equations of motion. 
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2. REFERENCE 

In order to describe the Minicopter motion only two reference systems are necessary: 
earth inertial frame (E-frame) and body
that uses the North, East, and Down (NED) coordinates and the origin of 
is fixed in one point located on the earth surface as shown in Figure 1, and the (X, Y, Z) axes 
are directed to the North, East, and Down, respectively. The mobile frame (XB, YB, ZB) is 
the body fixed frame that is centered in the Min
shown in Figure 1. The angular position of the body frame with respect to the inertial one is 
usually defined by means of the Euler angles: roll 
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the linear velocity is defined by the vector 

3. AERODYNAMIC 

The UAV Minicopter systems are quite complex; their mov
eral effects either mechanical or aerodynamic. Our aim is to provide the mathematical equ
tions driving the dynamical behavior of the Minicopter by means of a generalization of the 
Quadcopter model presented in [1
the translational and rotational components. Therefore, in order to describe the dynamics of 
the Minicopter, assumed to be a rigid body, the Newton
and angular motion are used. In
ing assumptions have been made: 

- The Minicopter is a rigid body.
- The Minicopter has a symmetrical structure.

Therefore, the following equations are obtained:

3 30
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EFERENCE SYSTEMS FOR THE UAV MINICOPTER

In order to describe the Minicopter motion only two reference systems are necessary: 
frame) and body-fixed frame (B-frame). An Inertial frame is a system 

that uses the North, East, and Down (NED) coordinates and the origin of this reference system 
is fixed in one point located on the earth surface as shown in Figure 1, and the (X, Y, Z) axes 
are directed to the North, East, and Down, respectively. The mobile frame (XB, YB, ZB) is 
the body fixed frame that is centered in the Minicopter center of gravity and oriented as 
shown in Figure 1. The angular position of the body frame with respect to the inertial one is 
usually defined by means of the Euler angles: roll ,  pitch , and yaw 
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c  equivalent to cos  also s  means sin  , while the transform
tion matrix for angular velocities from the body frame to the inertial one is 

1 sin tan cos tan
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. , . ,S C V the angular velocity  is defined by the vector 

the linear velocity is defined by the vector [ ]
TV u v w  in the body frame [1

ERODYNAMIC FORCES AND MOMENTS IN AXIAL FLIGHT

The UAV Minicopter systems are quite complex; their movements are governed by se
eral effects either mechanical or aerodynamic. Our aim is to provide the mathematical equ
tions driving the dynamical behavior of the Minicopter by means of a generalization of the 
Quadcopter model presented in [1, 5–7]. The motion of a rigid body can be decomposed into 
the translational and rotational components. Therefore, in order to describe the dynamics of 
the Minicopter, assumed to be a rigid body, the Newton-Euler equations, that govern linear 
and angular motion are used. In order to get equations of motion of entire system, the follo
ing assumptions have been made:  

The Minicopter is a rigid body. 
The Minicopter has a symmetrical structure. 

Therefore, the following equations are obtained: 

3 3 3 3

3 3

( )0
.

0 ( )J

mV FVm I

J M

    
    
         

 



  
  
   




 

2016” 

OPTER 

In order to describe the Minicopter motion only two reference systems are necessary: 
frame). An Inertial frame is a system 

this reference system 
is fixed in one point located on the earth surface as shown in Figure 1, and the (X, Y, Z) axes 
are directed to the North, East, and Down, respectively. The mobile frame (XB, YB, ZB) is 
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The main force affecting the aircraft movement is the thrust force resulting from the m
tors and propellers that leads to raise the aircraft in the air. The model consists of 6 motors, 
and according to the suggested enginee
perpendicular on the aircraft surface, so we conclude that the total thrust force vector of the 

aircraft is T and it is the sum of the propellers thrust force vectors

thrust T orientation is expressed in terms of the lateral and longitudinal cyclic tilt angles 
b (Fig. 1) [4]. 

 

Figure 1. Thrust vector 
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3.1. Force Analysis 

a. Thrust Force 

The main force affecting the aircraft movement is the thrust force resulting from the m
tors and propellers that leads to raise the aircraft in the air. The model consists of 6 motors, 
and according to the suggested engineering model, the motors in the model are parallel and 
perpendicular on the aircraft surface, so we conclude that the total thrust force vector of the 

aircraft is T and it is the sum of the propellers thrust force vectors 
6

1i
orientation is expressed in terms of the lateral and longitudinal cyclic tilt angles 

 
Figure 2. Force components on blade in 

Then, the main rotor thrust may be expressed as a vector in the body fixed fame as: 
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 By applying the small-angle assumption 

copter tilted in comparison to the motor shaft can be rewritten as: 

The aerodynamic forces and moments are derived using a momentum 

combination; the left force depends on the angular velocity  and the geometric dimensions 
of propellers as seen in a top view of the rotor disc in Fig. 2-a where blade rotation is counter

lar velocity . The blade radius is R; the tip speed therefore is 
tion is taken at radius r of chord length c and span-wise width 

on the blade section are shown in Fig. 2-b. The flow seen by the section has velocity comp
Vc + vi) in the axial, and induced velocities perpendicular to it. 
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The main force affecting the aircraft movement is the thrust force resulting from the mo-
tors and propellers that leads to raise the aircraft in the air. The model consists of 6 motors, 

el, the motors in the model are parallel and 
perpendicular on the aircraft surface, so we conclude that the total thrust force vector of the 
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orientation is expressed in terms of the lateral and longitudinal cyclic tilt angles a and 

 

Force components on blade in vertical flight 

be expressed as a vector in the body fixed fame as: 

angle assumption T, the total 

copter tilted in comparison to the motor shaft can be rewritten as: 

amic forces and moments are derived using a momentum 

and the geometric dimensions 
a where blade rotation is counter-

; the tip speed therefore is R. An 
wise width dr. Forces 

n has velocity compo-
) in the axial, and induced velocities perpendicular to it. 

is the inflow angle. In addition, dT, dQ, 

mentary thrust, torque, lift, and drag forces respectively. The thrust and 

where blade rotation is with angular 

are the thrust and torque coefficients respectively, 
is the air density, and A the disc area. The thrust and torque coefficients can be written as: 
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where  is the rotor solidity, LC   is the lift slope coefficient, DC  is the drag coefficient ,c  

and i  are the inflow factors [5]. Finally, the total force of thrust generated by the six propel-

lers in the earth frame is defined as: 
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b. Drag Force 

It is the opposing force to the travelling of the Minicopter in air, which is resulting from 
the aerodynamic friction, air density, velocity, and can be expressed by the following equation 

at the earth’s frame: . ,AI TIF K   where TIK  is a diagonal matrix related to the aerodynamic 

friction constant tk  [4][5]. 

c. Gravitational Force 

The gravity force is directed toward the center of the earth and the relation of gravity 

force in the earth frame by [1][2]: [0 0 ] .T
GI EF m g  

d. Disturbance Force 

Other forces like Coriolis force from the earth, wind, and Euler forces are considered as 

disturbances, summarized as DIF  in the Earth frame: [ ]TDI dIx dIy dIz EF F F F .  There-

fore, the equations of motion that govern the translational motion with respect to the Earth 
frame are:  
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where ( . )m   has a small effect and approximately equal to zero. Therefore, the equations 

after some simplifications will be:  
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Therefore, the final equations with respect to the earth frame are:
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The aircraft is affected by several type
motors, the motors inertia moment, the aerodynamic moment, and the disturbances moment. 
Supposing, the inertia matrix of the aircraft is 

the inertia matrix is of the following form: 

therefore, the moments acting on the center of the aircraft can be analyzed in the following:

The moment thrustM  is part of the external moments, that described

thrust 6
1 ii T  generated by the propellers, and the distance 

propeller. The attitude of the vehicle in the air, i.e., Euler angles 

controlling the angular velocity of the motors. This means, there is a different thrust moment 

over time [ ] ,T p q rM M M M

, ,B B BX Y Z  in the body frame [1

in the same direction, and the motors that are closest to each other have torque vectors in o
posite directions as in Fig. 3. 
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Therefore, the final equations with respect to the earth frame are: 

.
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3.2. Moments Analysis 

The aircraft is affected by several types of moments: the thrust moment resulting from the 
motors, the motors inertia moment, the aerodynamic moment, and the disturbances moment. 
Supposing, the inertia matrix of the aircraft is J, the structure of the aircraft is symmetric, and 

x is of the following form: [ 0 0; 0 0; 0 0 ] ;xx yy zzJ J J J J R 

therefore, the moments acting on the center of the aircraft can be analyzed in the following:

a. Propeller Moments 

is part of the external moments, that described

generated by the propellers, and the distance  from CG to the center of the 

propeller. The attitude of the vehicle in the air, i.e., Euler angles [ ]    

the angular velocity of the motors. This means, there is a different thrust moment 

[ ] ,T
T p q rM M M M  where , ,p q rM M M  are the moments about the axes 

in the body frame [1, 3, 4], noticing that the torque vectors across each other are 

in the same direction, and the motors that are closest to each other have torque vectors in o

 
Figure 3. Minicopter architecture 
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s of moments: the thrust moment resulting from the 
motors, the motors inertia moment, the aerodynamic moment, and the disturbances moment. 

, the structure of the aircraft is symmetric, and 

3 3[ 0 0; 0 0; 0 0 ] ;T
xx yy zzJ J J J J R    [5], 

therefore, the moments acting on the center of the aircraft can be analyzed in the following: 

is part of the external moments, that described by the propeller 

from CG to the center of the 

[ ]T      change, by 

the angular velocity of the motors. This means, there is a different thrust moment 

are the moments about the axes 

que vectors across each other are 

in the same direction, and the motors that are closest to each other have torque vectors in op-
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This is the design requirement to keep the Minicopter from spinning out of control [1, 5, 7]. 
The moments generated by motors as shown in Figure 3, can be explained as follows: 
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b. The aerodynamic moment 

It is the moment resulting from the aerodynamic friction in air and is proportional to the 
torque around the axes, and it is expressed by the following equation: 

2 2 2 2. ,
T

AI RI RIM K K       
 
    where RIK  is a diagonal matrix related to the rota-

tional aerodynamic friction constant by the parameter rk  [4–5]. 

c. Disturbance moment 

It is the total of the disturbances affecting the torque around the aircraft axes resulting 
from disturbances in the motors movement, the wind, and the load in the aircraft, expressed 

as: .
T

DI dI dI dIM M M M       

d. Propeller Gyroscopic effect 

The rotation of the propellers produces a gyroscopic effect: 

0
T

gyro r r r rM J J     
   [3], where rJ  is the rotational inertia of the propeller 

2 ,NmS 
 

 and r  [ / ]rad S  is the overall propeller speed: 1 2 3 4 5 6.r         

e. Yaw counter moment 

Differences in rotational acceleration of the propellers produces a yaw inertial counter 

moment as follow: [0 0 ]Tcounter r rM J   [3]. Therefore, the equations of motion that 

govern the rotational motion with respect to the body frame are: 
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Transformation matrix S I  when the hexa-copter tends to the stable point, therefore 
the equations of angular rate will be related to the Earth frame, in addition to some assump-

tions: 0r r r

x y z

J J J

J J J
    is a small effect around zero, and .x yJ J  Then the equations will 

be as follows:  
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Figure 4 shows the diagram of the control system model using LabVIEW application that 
contains the programming of the equations of motion. These equations require entering the 
input variables and physical characteristics for getting the state variables. 

4. STATE SPACE MODEL 

The dynamics model presented in the translational and rotational equation set can be re-
written in the state-space form as: 

( , ) .X f X U    

where  is the disturbances, and the 12X R  is the vector of state variables given as follow:  

[ ] .TX x x y y z z            



“Instrumentation Engineering, Electronics and Telecommunications – 2016” 
Proceedings of the International Forum 

(Izhevsk, Russia, November, 23–25, 2016) 

28 

 
Figure 4. Mathematical model designed in LabVIEW 

Then we can conclude to the final equations of the system in state space, which governs 
the transitional and rotational of the hexa-copter with respect to the Earth Frame, as follows: 
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The suggested real and complex dynamics mathematical model were derived as shown in 
the equations before. Basically, this model was consisting of 6 equations and characterized by 
nonlinearity, time-variance, and coupling among the system variables where any change in 
the input variables leads to changes in most of the output variables. The control mechanism 
consists of two-level control, the first level controls the horizontal motion using the input vec-

tor 1 [ ] ,T
x yU U U  while the next level controls the attitude and altitude motion using the 

control vector 2 [ ] ,T
p q r zU U U U U  and the command control of the Minicopter is 

vector [ ] ,T
d d d dD x y z   which gives the position and rotation in the space. Fur-

thermore, the horizontal control (x, y) depends on the angles ,   of the aircraft. With respect 

to the control input vector [ ] ,T
x y z p q rU U U U U U U  it is clear that the rotational 

subsystem is fully-actuated, it is only dependent on the rotational state variables 7x  to 12,x  
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while the translational subsystem is under-actuated as it is dependent on both the translational 

state variables 1x  to 6x  and the rotational ones 7x  to .12x  The control strategy is through 

controlling the motors speed variables 1 2 6,    by a defined style explained as follows: 

1. There are 3 movements that describe all possible combinations of attitude: Roll (rota-
tion around the X axis by angle  ), Pitch (rotation around the Y axis by angle ), and Yaw 

(rotation around the Z axis by angle ). The roll control is obtained by changing the velocity 
of motors 3, 4, 5, 6, and this movement is called lateral motion. Then the pitch control is ob-
tained by changing the velocity of all motors, resulting in the longitudinal motion. Finally, the 
yaw control is obtained by changing the velocity of all motors. 

2. The change of motors speed for attitude control should be fixed and based on differen-
tial control strategy as seen in Fig. 3 and equations of moments, i.e., the Pitch control around 
axis Y is obtained by changing the torques around this axis by increasing (T1, T3, T5) and de-
creasing another side (T2, T4, T6) using the following equation: 

 3 4 5 6 1 2_ cos 60 .Pitch control l T T T T T T         

The roll control is obtained as follows:  

 3 4 5 6_ cos30 .roll control l T T T T       

While the yaw control is based on the torque difference between the neighboring motors: 

1 4 6 2 3 5_ .yaw control Q Q Q Q Q Q       

3. Altitude control is obtained by changing all motors’ velocity with a fixed change. This 
is based on the force equations in Z component, noticing that the thrust is equivalent to the 
square of the motors angular velocities. To increase the altitude, all motors velocities must be 
increased, and vice versa. The equation that governs the altitude is: 

6

1
_ .i

i
altitude control T


   

From the control problem based on Fig. 5 and its angular speed correction, which govern 
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Figure 5. Block diagram of a 

5. SLIDE MODE 

The sliding mode controller designing procedure is exerted in two steps. Firstly, the 
choice of the sliding surface (S) is produced according to the tracking error; in the second step 
a Lyapunov function is considered verifying the necessary condit
punov law. The sliding mode control of the state variables estimated dynamics is pr
establishing the statement of the control input. The sliding surfaces are described as follows 
[4, 8–9]: 

2 1 1

8 4 7

x

p

S e e

S e e

  

  

such that 0i   and i id i i ie x x i e e   

chosen: 21
( ) ,

2
x xV S S  then the necessary sliding condition is verified and Lyapunov stabi

is guaranteed. The chosen law for the attractive surface

fying ( 0)x xS S   [8, 9] where:

1 2 2 1 1 1 2 1 1

1 2 1 2

( )

( )

x x d d x

x x d

S k sign S x x e x ax U e

U k sign S ax x e

           

      



The same steps are followed to extract 

y y d

z z d

U k S ax y e

U k S ax g z e

      

       

 

 
 

Angular 
Artificial 
Vector 

 

 

 

 

Disturbances  
of Robotics 

Arm 

 

“Instrumentation Engineering, Electronics and Telecommunications – 201
Proceedings of the International Forum 

(Izhevsk, Russia, November, 23–25, 2016) 

30 

Block diagram of a dynamical system for Minicopter 

ODE CONTROL AND LYAPUNOV STABILITY

The sliding mode controller designing procedure is exerted in two steps. Firstly, the 
choice of the sliding surface (S) is produced according to the tracking error; in the second step 
a Lyapunov function is considered verifying the necessary condition for the stability in Ly
punov law. The sliding mode control of the state variables estimated dynamics is pr
establishing the statement of the control input. The sliding surfaces are described as follows 
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6.

The system’s parameters that are used in the simulation of the model, are listed in table 1. 
Real and complex dynamics model was taken into account, which has addressed the nonl
nearity, time variance, under-
application was conducted by LabVIEW simulation program using Runge
with fixed step 0.05 (sec). Correlations were analyzed on all parameters of motion equations; 
four slide mode controllers were implemented to sta
figures (6) to (9) that we may notice the stability and disturbances free as possible in our r
sponse with multiple set points taken into account. The tuning process achieved after multi 
attempts of experiments. Our scenario is the hovering flight at altitude 10 meters in the air.
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6. EXPERIMENTS AND RESULTS 

The system’s parameters that are used in the simulation of the model, are listed in table 1. 
Real and complex dynamics model was taken into account, which has addressed the nonl

-actuation, and disturbances with respect to the earth frame. An 
application was conducted by LabVIEW simulation program using Runge
with fixed step 0.05 (sec). Correlations were analyzed on all parameters of motion equations; 
four slide mode controllers were implemented to stabilize the altitude and attitude as shown in 
figures (6) to (9) that we may notice the stability and disturbances free as possible in our r
sponse with multiple set points taken into account. The tuning process achieved after multi 

Our scenario is the hovering flight at altitude 10 meters in the air.

Table 1. Parameters used in the simulation 

m=4 kg g=9.806 m/s2 l=0.36 m 

3.8e-3 N.m.s2/rad R = 0.15 m kt = 4.8e-2 N.s/m 

-3 N.m.s2/rad A = 0.071 m2 kr = 6.4e-4 N.m.s/rad 

0.01458 CQ = 1.037e-3  = 1.293 kg/m3 

  

Figure 6. Stability response of altitude and control signal 
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Figure 9.

In this work, controllers were designed and were tuned in order to control a Minicopter, 
a special type of UAV. In this paper, real and complex dynamics model was taken into a
which has addressed the nonlinearity, time variance, under
respect to the earth frame. An application was conducted by LabVIEW simulation pr
using Runge-Kutta 2 method. Correlations were analyzed on all parameters of motion equ
tions; four slide mode controllers were implemented to stabilize the altitude and attitude. The 
stability and disturbances free as possible in our response with multiple set
account. The tuning process achieved after multi attempts of experiments. Future work is to 
develop a precise trajectory control by using robust techniques to stabilize the whole sy
and drive the Minicopter to the desired trajectory 
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ure 8. Stability response of roll angle and control signal 

  

9. Stability response of yaw angle and control signal 

7. THE CONCLUSION 

In this work, controllers were designed and were tuned in order to control a Minicopter, 
. In this paper, real and complex dynamics model was taken into a

which has addressed the nonlinearity, time variance, under-actuation, and disturbances with 
respect to the earth frame. An application was conducted by LabVIEW simulation pr

Kutta 2 method. Correlations were analyzed on all parameters of motion equ
tions; four slide mode controllers were implemented to stabilize the altitude and attitude. The 
stability and disturbances free as possible in our response with multiple set
account. The tuning process achieved after multi attempts of experiments. Future work is to 
develop a precise trajectory control by using robust techniques to stabilize the whole sy
and drive the Minicopter to the desired trajectory of Cartesian position, attitude,
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Abstract. We present a method for determining the concentration of organic contaminants on the silica 
surface by using lateral force maps and surface topology images obtained with scanning probe micro-
scopy. In this study, we optimized the scanning frequency to increase image contrast and facilitate in-
terpreting data obtained. We also proved experimentally that the sensitivity of the method reaches 
10−11 g/cm2. 

Keywords: concentration of organic contaminants, surface, lateral force 

INTRODUCTION 

Monitoring the surface cleanliness of semiconductor and dielectric substrates finds wide 
application in micro- and nanoelectronics [1–3], diffractive optics [4, 5], and nanophotonics 
[6]. This is necessitated by adsorbed contamination, which causes changes in electro-physical 
surface properties [7, 8], deteriorates the adhesion of applied process layers [9, 10], increases 
the thickness of surface oxide during thermal oxidation [11], and thus deteriorates the operat-
ing characteristics of the fabricated element or results in its failure. 

Micro- and nanominiaturization of fabricated structures leads to higher requirements for 
the cleanliness of substrate surfaces. Today the allowable carbon-atom concentration for fa-
bricating semiconductor devices is 1012 atoms/cm2 [12]. The value is that low because carbon 
atoms have a significant effect on local surface conductivity. According to [11, 13, 14], those 
organic-compound molecules that, even under clean-room conditions, come from plasticizers 
in plastic products (such as polyethylene packaging for substrates and Petri dishes) present 
carbon contamination that is hardest to remove. Therefore, monitoring such contamination is 
a priority. 

Using modern techniques based on mass spectrometry [15, 16] and multiple internal ref-
lection infrared spectroscopy [1, 17] to assess the concentration of organic contaminants 
makes it possible to attain the required sensitivity. But those techniques do not yield informa-
tion on how the molecules are distributed across the surface, although that information is 
needed in the case of nonuniform contamination. 

                                                           
  Ivliev, N., Kolpakov, V., Krichevskiy, S., Kazanskiy, N., 2017 
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Studies [18–20] present AFM (atomic force microscopy) methods based on the registra-
tion of lateral forces (LF) acting on the atomic force microscope’s probe that is in constant 
con-tact with the surface. Probe scanning along a line in two directions rules out the forces 
caused by surface roughness. Thus, LF maps obtained from the measurement result from the 
action of adhesion bonds between the probe and the surface, and the bonds energies character-
ize the chemistry of the phase boundary. This can be used for assessing the concentration and 
distribution of surface contaminants. 

Thus, this paper aims to study the local tribological properties of substrates with the AFM 
method of lateral forces in order to realize the method for determining the concentration of 
organic contaminants. 

THEORETICAL ANALYSIS 

Molecules of organic contaminants adsorb on the surface and interact with electronic 
states at the surface. The energy of that interaction corresponds to the van der Waals forces 
and depends on the structure of adsorbed molecules [21]. 

Dioctyl- and dibutyl phthalate are the most commonly used industrial plasticizers. The 
presence of C=O and −OH groups in the molecular structure of these cyclic hydrocarbons de-
termines their strong polarity, and the polarity causes the surface and the contaminant to bond. 
The energy of that bond is, in this case, determined by the hydrogen bridges formed with the 
−OH groups of the native oxide as well as by the orientation interaction between the dipole 
and the surface. The value of the orientation interaction can be calculated with the expression 
[22]: 

 1 2
3

2
,or

p p
E

r
   (1) 

where p1, p2 – dipole moments of a contaminant molecule and the −OH group, respectively; 
r – length of the O···HO hydrogen bond. 

The energy of the O···HO hydrogen bond is 21.5 kJ/mol [23]. Therefore, given the orien-
tation interaction calculated with (1), the aggregate bond energy of the substances in question 
reaches 50 kJ/mol, a value close to a stable chemical bond that is difficult to break. Therefore, 
the force that acts on the surface from the AFM probe during the measurement and that equals 
dozens of nanonewtons cannot cause dioctyl- and dibutyl phthalate molecules to desorb. 

AFM methods make it possible to register only the molecular concentration of contami-
nants – that is, the methods cannot measure the concentration of carbon atoms in atoms per 
square centimeter. That dimension is comparable with the dimension of the mass concentra-
tion of organic contaminants under ISO 14644-10–2013 in grams per square centimeter 
through the use of the expression [24, 25]: 

 ,at
mol

A c

С M
С

N N
  (2) 

where Cmol – mass concentration of organic contaminants; Cat – concentration of carbon 
atoms; NA – Avogadro constant; Nc – number of carbon atoms in a contaminant molecule. 

The mass concentrations of dioctyl- and dibutyl phthalate calculated with (2) that corres-
pond to 1012 atoms/cm2 are equal to 2.7·10−11 and 3·10−11 g/cm2, respectively. For this reason, 
the value 10−11 g/cm2 is the required sensitivity level for the present method. 
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EXPERIMENTAL TECHNIQUE 

Experimental research into local tribological surface properties as a function of the con-
centration of organic contaminants necessitates forming surfaces with varying degrees of con-
tamination, a procedure that consists of three stages. 

The first stage consists in cleaning substrate surfaces to the degree of production-grade 
cleanliness. This is accomplished through rough and final cleaning. Rough cleaning, which 
serves to remove primary contaminants from the surface, was accomplished with the chemical 
technique of boiling substrates alternately in alkaline and alcohol solutions such as NaOH and 
C3H8O for ten-minute periods. Final cleaning was accomplished by using Solurus 950, 
a plasma cleaning system from Gatan, in Ar/O2 plasma with a gas ratio of 75/25%, respective-
ly, as recommended by the manufacturer. The substrates were irradiated for 4 min at 50 W, 
the maximal generator power. 

The second stage consists in contaminating, by using a special device, the cleaned surfac-
es with dibutyl-phthalate molecules to the concentration corresponding to the monomolecular 
level, under the method described in [5]. 

In the third stage, final plasma cleaning is repeated to adjust the degree of surface clean-
liness by changing the irradiation time, ranging from 0 to 4 min in increments of 0.5 min. 

The lateral forces of the prepared specimens were then studied in contact mode with 
Solver PRO-M, a scanning probe microscope from NT-MDT. 

Measurements in contact mode are characterized by the high possibility of the probe sur-
face becoming contaminated (Fig. 1a; the contamination is shown with arrows). Because of 
this, before each measurement took place, the probe was cleaned with Ar/O2 plasma under the 
same conditions as those for the substrates. Figure 1b shows the cleaning results. Large con-
taminant fractions are not observed in the figure, which indicates that the initial surface prop-
erties were restored. 

 

  
(a)      (b) 

Figure 1. SEM images of the CSC12 AFM probe: (a) before and (b) after cleaning 

The specimens were 1 cm2 SiO2 NanoInk wafers used in dip-pen nanolithography. A fea-
ture of those wafers is low surface roughness, making it possible to minimize the torsional 
deflection of the cantilever caused by the local inclination of the surface and thus minimize 
the error of LF measurement. 
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RESULTS AND DISCUSSION 

Figure 2a shows an AFM image of an LF map obtained by scanning, at a frequency of 
0.5 Hz, a 1×1 m area on the surface of a substrate that has gone through the full cleaning 
process. The area in the image exhibits a uniform structure and does not have sharply con-
trasting fragments. But when the scanning frequency was increased to 1 Hz, the LF map de-
veloped well-pronounced grains (Fig. 2c) corresponding to roughness protrusions (Fig. 2d). 
At the same time, the roughness values did not change in relation to the map obtained at 
0.5 Hz (Fig. 2b). This rules out differences in the surface structure in different substrate areas. 

 

 
(a)      (b) 

 
(c)      (d) 

Figure 2. AFM images showing the surface of a cleaned substrate, obtained at 0.5 Hz (a shows an LF map 
and b, the surface relief) and 1 Hz (c shows an LF map and d, the surface relief) 

The maximal LF value at 1 Hz (Fig. 2c) corresponds to the maximal photodetector cur-
rent, 73.8 pA, on the gradient scale. Figure 2c shows that the value increased by 7.7 pA – 
about 11% of the initial value – in relation to that in Figure 2a. The change cannot be coinci-
dental because scanning takes place in constant-force mode. 

Thus, the only possible cause of both the grains and the increase in the torsional deflec-
tion of the cantilever when the scanning rate is increased is the action of the capillary forces 
due to the viscosity of the adsorbed water film; and the homogeneity of the structure confirms 
indirectly that the surface is clean to a degree conforming to production-grade cleanliness. 

Figures 3a and 3b show AFM images of a substrate surface cleaned with Ar/O2 plasma 
for a period of t = 2.5 min. 

Dark spots on the LF map (Fig. 3a) correspond to the minimal torsional deflection of the 
cantilever for this area of the surface. In this case, the maximal photodetector current corres-
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ponding to the maximal cantilever deflection equals 134 pA, a value 2 times higher than the 
current for the clean surface (Fig. 2a). This indicates a 2-fold decrease in the minimal canti-
lever deflection. The location of dark spots on the LF map corresponds to the regions of the 
largest heights in the image showing the surface relief (Fig. 3b). This presents the conclusion 
that the dark spots correspond to molecular contaminants that act as a lubricant between the 
probe and the substrate surface. 

When the scanning frequency is increased to 1 Hz (Fig. 3c), the range of the registered 
torsional deflection significantly broadens because of the absence of adsorbed water mole-
cules on the surfaces of molecular-contaminant islets. This causes the color contrast of the 
image to increase and thus simplifies analyzing the organic-contaminant concentration, which 
is characterized by the volume of protrusions in the relief images (Fig. 3, b and d), corres-
ponding to the dark areas on the LF maps. Contaminated regions can be allocated by the thre-
shold principle: the higher the image contrast, the sharper the threshold. 

Because a further increase in the scanning frequency does not improve the image contrast 
significantly but instead increases the wear of the probe, it is inadvisable. 

 

 
(a)       (b) 

 
(c)       (d) 

Figure 3. AFM images of contaminated surfaces, obtained at 0.5 Hz (a shows an LF map and b, 
the surface relief) and 1 Hz (c shows an LF map and d, the surface relief) 

To determine contaminant concentrations with LF maps, we developed an application 
program to allocate light spots in relief images so that the spots geometrically correspond to 
the dark spots on LF maps and to determine the volume of the areas so allocated. To calculate 
contaminant concentrations, we used the equation: 
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where  – adsorbate density, and it is equal to 0.982 g/cm3 for dibutyl phthalate; S – surface 
area of the measured surface; Va – volume of the allocated areas. 

Figure 4 shows the relationship between the concentration of organic contaminants and 
the irradiation time. The relationship was obtained with the present method. For each conta-
mination level, concentrations were measured in three surface points, and their averages were 
recorded on a plot. From the relationship in Figure 4, it follows that the concentration ranges 
between 10−11 and 10−8 g/cm2. Note that the lower limit of this range is determined by the con-
siderable sparsity of contamination observed for this concentration rather than by the sensitiv-
ity of the AFM method. The sparsity necessitates increasing both the scanning area and the 
number of points where the measurement is taken from the surface, and this significantly 
complicates the measurement process. 

 

 
Figure 4. Relationship between the concentration of an organic contaminant and the time of irradiation in Sola-
rus 950, obtained with the present method: the symbol ° denotes experimental values, and the continuous line 
shows the approximations of experimental data 

For a cleaning time ranging from 0 to 1 min, the measured concentration remains con-
stant and equals 10−8 g/cm2. This means that the present method has a low sensitivity when 
the degree of contamination corresponds to the monomolecular film of the adsrobate. But sur-
faces with that amount of contamination are not of interest to modern micro- and nanostruc-
turing technology. 

CONCLUSION 

In this paper, we looked into a method for determining the concentration of organic con-
taminants on the surfaces of semiconductor and dielectric materials, consisting of two stages. 
The first stage consists in making maps of lateral forces that act between the probe of the 
scanning probe microscope and the surface under study as well as in registering the typology 
of the same surface section. The second stage consists in analyzing both the maps and typolo-
gy to determine the mass concentration of contaminants. 

We have proved experimentally that the optimal frequency for scanning a surface is 1 Hz. 
Scanning at 1 Hz increases image contrast and facilitates interpreting data. The sensitivity of 
our method reaches 10−11 g/cm2, a value that meets the modern requirements of micro- and 
nanostructuring technology. 



“Instrumentation Engineering, Electronics and Telecommunications – 2016” 
Proceedings of the International Forum 

(Izhevsk, Russia, November, 23–25, 2016) 

40 

ACKNOWLEDGMENT 

The work was supported by RSF (project No. 18-12-00013). 

REFERENCES 

1. Rochat, N., Olivier, M., Chabli, A, Conne, F., Lefeuvre, G., & Boll-Burdet, C. (2000). Multiple internal ref-
lection infrared spectroscopy using two-prism coupling geometry: A convenient way for quantitative study of 
organic contamination on silicon wafers. Applied Physics Letters, 77(14), 2249-2251. doi:10.1063/1.1314885 

2. New ISO draft standard classifies surface particle cleanliness (2007). Journal of IEST, 50(2), 1–4. 
doi:10.17764/jiet.50.2.d622juj1548x2485 

3. Zhang, X., & Chae, J. (2011). A wireless and passive wafer cleanliness monitoring unit via electromagnetic 
coupling for semiconductor/MEMS manufacturing facilities.” Sensors and Actuators A: Physical, 171(2), 
414–420. doi:10.1016/j.sna.2011.08.005 

4. Soifer, V. A., ed. (2003). Metody komp'yuternoy optiki [Methods of Computer Optics]. Moscow: Fizmatlit 
(in Russian). 

5. Kazanskiy, N. L., & Kolpakov, V. A. (2009). Microstructuring the surfaces of optical materials with a di-
rected flux of off-electrode plasma: A Monograph. Moscow: Radio and Communications. 

6. Goddard, J., Mandal, S., & Erickson, D. (2009). Optically resonant nanophotonic devices for label-free bio-
molecular detection. In Advanced Photonic Structures for Biological and Chemical Detection, 445–470. New 
York: Springer. doi:10.1007/978-0-387-98063-8 

7. Lin, M. C., Wang, M. Q., Lai, J., Huang, R., Weng, C. M., Liao, J. H., Tang, J. S.,  Weng, C. H., Lu, W., 
Chen, H. W., & Lee, J. T. C. (2007). Metal hard mask employed Cu/Low k film post ash and wet clean 
process optimization and integration into 65 nm manufacturing flow. Solid State Phenomena, 134, 359–362. 
doi:10.4028/www.scientific.net/SSP.134.359 

8. Liu, Y. J., Waugh, D. M., & Yu H. Z. (2002). Impact of organic contamination on the electrical properties of 
hydrogen-terminated silicon under ambient conditions. Applied Physics Letters, 81(26), 4967–4969. 
doi:10.1063/1.1532758 

9. Alberici, S., Dellafiore, A., Manzo, G., Santospirito, G., Villa, C. M., & Zanotti, L. (2004). Organic contami-
nation study for adhesion enhancement between final passivation surface and packaging molding compound. 
Microelectronic Engineering, 76(1–4), 227–234. doi:10.1016/j.mee.2004.07.040 

10. Khanna, V. K. (2011). Adhesion–delamination phenomena at the surfaces and interfaces in microelectronics 
and MEMS structures and packaged devices. Journal of Physics D: Applied Physics, 44(3), 1–19. 
doi:10.1088/0022-3727/44/3/034004 

11. Kim, K. S., Kim, J. Y., Kang, H. B., Lee, B. Y., & Park, S. M. (2008). Effects of organic contaminants dur-
ing metal oxide semiconductor processes. Journal of the Electrochemical Society, 155(6), H426–H431. 
doi:10.1149/1.2904453 

12. Guan, J. J., Gale, G. W., & Bennett, J. (2000). Effects of wet chemistry pre-gate clean strategies on the or-
ganic contamination of gate oxides for metal-oxide-semiconductor field effect transistor. Japanese Journal of 
Applied Physics, 39(7), 3947–3954. doi:10.1143/JJAP.39.3947 

13. Tsai, C. L., Roman, P., Wu, C. T., Pantano, C., Berry, J., Kamieniecki, E., & Ruzyllo, J. (2003). Control of 
organic contamination of silicon surfaces using white light illumination in ambient air. Journal of the Elec-
trochemical Society, 150(1), G39–G44. 

14. Saga, K., & Hattori, T. (1996). Identification and removal of trace organic contamination on silicon wafers 
stored in plastic boxes. Journal of the Electrochemical Society, 143(10), 3279–3284. doi:10.1149/1.1837198 

15. Reinhardt, K. A., & Kern, W. (2008). Handbook of silicon wafer cleaning technology. 2nd ed. Norwich, NY: 
William Andrew Publishing. 

16. Chia, V. K. F. (2010) Process tool cleanliness for clean manufacturing. In advanced Semiconductor manufac-
turing conference, 79–83. IEEE. doi:10.1109/ASMC.2010.5551422 



 
N. Ivliev, V. Kolpakov, S. Krichevskiy, N. Kazanskiy  

“Determination of Organic Contaminants Concentration on the Silica Surface by Lateral Force Microscopy” 

41 

17. Endo, M., Yoshida, H., Maeda, Y., Miyamoto, N., & Niwano, M. (1999). Infrared monitoring system for the 
detection of organic contamination on a 300 mm Si wafer. Applied Physics Letters, 75(4). 519–521. 
doi:10.1063/1.124434 

18. Liu, Y., Wu, T., & Evans, D. F. (1994). Lateral force microscopy study on the shear properties of self-
assembled monolayers of dialkylammonium surfactant on mica. Langmuir, 10(7), 2241–2245. 
doi:10.1021/la00019a035 

19. Dubravin, A. M., Komkov, O. Yu., & Myshkin, N. K. (2005). Local tribometry with the scanning probe mi-
croscope. Trenie i iznos (Friction and Wear), 26(3), 269–278. 

20. Guo, Y. B., Wang, D. G., & Zhang, S. W. (2011). Adhesion and friction of nanoparticles/polyelectrolyte 
multilayer films by AFM and micro-tribometer. Tribology International, 44(7–8), 906–915. 
doi:10.1016/j.triboint.2011.03.007 

21. Chernyaev, V. N. (1987). Physical and chemical processes in electronics manufacture. Moscow: Vysshaya 
shkola (in Russian). 

22. Volkenstein, M. V. (1975). Molecular biophysics. Moscow: Nauka (in Russian). 

23. Glinka, N. L. (2012). General chemistry: a textbook. Moscow: KnoRus (in Russian). 

24. Podlipnov, V. V., & Dubovik, A. S. (2012). Matematicheskaya model' pribora kontrolya chistoty po-
verkhnosti podlozhek po skorosti rastekaniya kapli zhidkosti [A mathematical model for a device for assess-
ing the cleanliness of substrate surfaces by the spread rate of a liquid drop]. Nauchnoye priborostroyeniye 
[Scientiific Instrumental Engineering], 22(2), 74-81 (in Russian). 

25. Habuka, H., Naito, T., & Kawahara, N. (2010). Molecular interaction radii and rate constants for clarifying 
organic compound physisorption on silicon surface. Journal of the Electrochemical Society, 157(11), H1014–
H1018. doi: 10.1149/1.3489364 

 



“Instrumentation Engineering, Electronics and Telecommunications – 2016” 
Proceedings of the International Forum 

(Izhevsk, Russia, November, 23–25, 2016) 

42 

Electrical Power Supply System 
for a Maneuvering System of a Nanosatellite 

A. Kumarin, I. Kudryavtsev 

Space research department, Samara University, Samara, Russia 
E-mail: alky_samara@mail.ru 

Received: 28.11.2016 

Abstract. Modern CubeSats has become an attractive platform for different types of missions. Some 
of them involve high peak power consumers. Most of them were originally meant for heavier classes 
of satellites. Possibility and features of using electrical double layer capacitors (EDLC) in electrical 
power system for maneuvering system of a nanosatellite are discussed in this paper. Results of calcu-
lation of operation are presented. A method of effective charging EDLC in series with switching ba-
lancing is described. 

Keywords: EDLC, CubeSat, power system, maneuvering system, energy saving 

INTRODUCTION 

Modern nanosatellite payloads require more and more power to operate. Tasks of space 
vehicles involve power-consuming systems, some of them originally were not supposed to be 
used on this class of vehicles. At the same time, the size of modern satellites is limited to sev-
eral CubeSat units. The CubeSat standard itself defines a row of restrictions in size and mass 
and development of an appropriate power supply unit becomes a problem. Typical electrical 
power supply system (EPS) includes solar battery, chemical battery (accumulator) and an 
electronic control system (CS). 

The most used type of batteries are Li-Ion and Li-Polymer. They have some current re-
strictions, commonly 2C where C denotes the capacitance of a battery in mA*h. For example 
typical 2 Ah Li-Ion battery might have maximum current Imax = 4 A and maximum power 
Pmax = 16.8 W. Connecting two batteries in series doubles these values. However, these val-
ues do not fulfill the requirements for some specific applications, which in current case is 
a maneuvering system. It require at least 50 W, however it works for about 10–15 s. Moreo-
ver, it has its limits of supply voltage: maximum is 5.5 V. Thus, lowering maximum current 
by rising supply voltage via connecting multiple cells in series is not an option in this case. 

Therefore, the task standing is to find a storage device, capable of delivering high current. 
There is a type of capacitors known as supercapacitors or ultracapacitors or electric double-
layer capacitors (EDLC), which current limit is acceptable for such a task. Their specific 
energy is lower than Li-Ion batteries can provide, but far greater than ordinary capacitors can. 
For instance, BCAP350 have been used in this study. Their capacitance is about 350 F, max-
imum voltage is 2.7 V, ESR is ~3 mOhm and continuous current limit is about 20 A. There-
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fore, maximum achievable continuous power is about 54 W/cell, though it cannot be main-
tained for a long period. Maximum stored energy is about 1.3 kJ. Maximum extractable ener-
gy depends on minimum acceptable voltage. 

Analysis of scientific activity on this subject shows that several research groups are stud-
ying EDLC to use in nanosatellites [1]. However, most scientists are interested in using 
EDLC in microsatellites. Though these topics seem to be similar, they both have many specif-
ic features. Thus, the aim of this study is to find out, whether EDLC are acceptable choice for 
supplying maneuvering system with particular requirements, marked before. 

PROBLEMS USING EDLC 

EDLCs main features except high capacitance are low ESR and sensitivity to overvol-
tage. Allowing voltage to rise beyond 2.8 V will cause dielectric breakdown. On another 
hand, nearly half of energy is extracted by discharging EDLC from 2.7 to 2 V. Therefore, us-
ing just this voltage range will grant an appropriate output voltage range and appropriate 
energy when connecting two EDLC in series: 4 .. 5.4 V and 1152 J respectively. In addition, 
this will grant an energy reserve for an emergency case. Thus, the aim of EPS is to charge 
both capacitors to maximum voltage avoiding overvoltage. Implementation of this is not a 
trivial task because of the EDLCs’ features. 

Most common tolerance of component of-the-shelf (COTS) electrolytic capacitors in 
common and EDLC in particular is –20/+80 %. Therefore, capacitance can be significantly 
different. Even selection of EDLCs with close values of initial capacitance would not guaran-
tee that they would not become different during operation because of degradation. The differ-
ence of capacitances when connecting EDLC in series will cause difference in voltages. 
Therefore, when one of the capacitors reaches maximum voltage charging must be stopped. 
However, another capacitor would be undercharged. In the worst case, it would contain only 
a half of maximum energy. To avoid such situations some kind of balancing method should 
be applied. The most used method of balancing EDLC is adding resistors in parallel with each 
cell. However, this method adds wasted power, which should be avoided in space missions. 
Therefore, an efficient and scalable switching method should be developed. 

Thus, the main purpose of the study is to find out whether EDLCs are suitable for supply-
ing a maneuvering system of a nanosatellite and to find a method to efficiently charge them. 

MODELLING 

Before designing any circuit, a basic modelling is to be done. For that purpose, a simulat-
ing program has been created, capable of modeling different scenarios. EDLCs operate just 
like ordinary capacitors if the voltage changes slowly [2], which is the case all the time except 
the beginning/ending of charging/discharging process. In addition, schematic of [2] can be 
simplified to one capacitance and one resistance in series due low actual value of ESR. There-
fore, a formula can be defined for EDLC voltage from basic considerations: 

 ( ) ( ) ,
( )

LPI
U t dt U t dt

C CU t

 
    

 
  

where C ‒ capacitance, PL ‒ leak power, I ‒ input current. 
Here leaks are represented as a static power, which depends on cell voltage. As this rela-

tion between leak power and cell voltage is not provided by EDLC manufacturer’s datasheet,  
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CHARGING THE EDLC 

To charge an EDLC the main EPS's battery is used as the power source (PWR). Ther
fore, the voltage is nominally 7.4 or 14.8 V. If charging takes place only during lighted orbit 
time, the main battery is not affected, the entire load is on battery charger. Since the voltage 
of EDLC can vary from nearly zero at the very first charge to 2.7 V for a cell, the only option 
is to regulate charging current. However, for space applications basic linear regulators are not 
suitable because of their high power dissipation. Moreover, most switching
source ICs, which are mostly used in LED lamps, are not suited either. This is because of their 

Darlington transistors. Since these transistors are bipolar, their 
ficant voltage drop makes them ineffective. Therefore, an effective step
DC voltage regulator should be applied. Effectiveness is provided by low open channel 

transistor as switches. A transistor also replaces diode in buck
example of such a solution is LM46000 integrated circuit (IC) [3]. An adjustment should be 
made to the feedback system to make voltage regulator regulate current. 

the charger. An external analog signal (EXT_SIG) is added to make 
an opportunity to change current limit. The current is measured by measuring amplified vo

Figure 3. Feedback schematic for charger 
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acceptable power dissipation. For high charging current, the method would be the same as for 
a middle point. 

Implementation of this schematic uses low open-channel resistance n-MOSFET transis-
tors. Therefore, power dissipation is low. The problem is to drive a transistor with source tied 
to an EDLC. Since gate voltage is related to source, a higher voltage related to ground is 
needed to open the transistor. Therefore, there should be a voltage source capable of driving 
the gate of the highest transistor. For example, IRF7832 will require 3 V above the maximum 
output. Since the main battery's voltage is 14.8 V, it is possible to connect up to four cells 
without any external voltage source. In that case, the maximum output would be 10.8 V. That 
is suitable for current and most of future versions of the maneuvering system. 

DISCUSSION 

The main aim of the study was to find out, whether EDLCs are suitable power source for 
supplying a maneuvering system of a nanosatellite and find a way to charge them effectively. 
The first criteria is mass and volume. A single cell of BCAP350 has mass about 60 g, 61.5 mm 
length and 33.3 mm diameter. Therefore, two cells require more volume than main batteries. 
However, since the maneuvering system itself fills 1U of CubeSat standard, that is suitable.  

The modelling based on experimental data showed, that the efficiency of an EDLC itself 
in charging and discharging processes is about 95 % in extreme power operation. That is 
achieved because of low ESR, which mostly affects the performance during discharging, and 
relatively short time of charging, when the leakage effect prevails. This results combined with 
environmental tests [5] signify that EDLC should be suitable for an electrical power system 
for a maneuvering system. 

A charging scheme has been made for EDLC. Since it is a switching current regulator 
with an external control option, almost any charging profile can be achieved. An implementa-
tion circuit determines the efficiency of charging. Choosing an IC with low open-channel re-
sistance MOSFET switch, for example ‒ LM46000, will guarantee performance greater than 
90 %. 

A balancing has been developed for proper charging several 
EDLCs in series. It seems a simple and efficient solution. Its main 
advantages are relatively simple circuit, scalability, low power dis-
sipation. The disadvantages are impossibility of balancing if dis-
charging, additional components are required to prevent short cir-
cuit in case of program error, and the switches require higher vol-
tage to open. 

Figure 5 shows an alternative balancing schematic for a com-
parison. Similar schemes are used in chemical batteries chargers. 
DCDC converters can be applied like shown or connected in series. 
The advantages of such scheme comparing to previous are possibil-

ity to balance cells in use, no additional ESR. The main disadvantages are the complexity of 
the circuit and bad scalability. The benefits do not seem to compensate the additional prob-
lems. Therefore, the first scheme seem to be the most suitable. Therefore, a suitable charging 
method seems to be found. 

The results of this paper are to be used to design an implementation of an EPS for a ma-
neuvering system of a nanosatellite. In addition, some of the results might be interesting for 
designers of EPS for a nanosatellite. Since the balancing schematic is scalable, it is possible to 
use more cells in series to obtain higher maximum voltage, e.g. 5.4 V, 8.1 V, 10.8 V with 2, 3, 
4 cells respectively. A lower capacitance can be used to reduce mass and volume in satellites, 

Figure 5. Alternative 
charging schematic 
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where less energy is needed. Finally, the results of this study are not limited to space applica-
tions. They can be used in any energy harvesting system for prolonging cycle life. 
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Abstract. The description of the powerful generator of unipolar pulses having the charger connected to 
power capacitors and the thyristor switch, discharging the capacitors to the low ohm load is presented. 
In order to reduce the main power, the charge exchange device on the base of thyristor connected an-
tiparallelly in thyristor switch is introduced in the scheme. To realize the possibility of pulse ampli-
tude control and increase in its capacity two irreversible thyristor transformers are used in charger in-
stead of an unregulated direct current source. These thyristor transformers are switched on in series 
and in unidirectional way. They permit to obtain the regulated voltage at power capacitors. In order to 
optimize the capacitor charging process a two-circuit system of subordinate regulation of pulse gene-
rator parameters with external voltage control circuit and internal control – current capacitor charge. 
The model of the suggested generator is implemented in the “Matlab, Simulink” medium. The model 
is adequate to the real pulse generator used in SibSIU for investigation of electrostimulated plastic de-
formation of metals and alloys. The developed model permitted to improve the technical parameters 
and device operation regimes. The considerable mains power decreases as well as possibility of capa-
citor charge voltage control up to 600 V in the range of pulse repetition frequency 400 Hz are the ad-
vantages of updated generator in comparison with the analogues. The generator can be used in indus-
try, in particular, rolling production for hard deformed steel wire drawing. 

Keywords: pulse generator, charger, recharging device, current pulse, mathematical modeling, tran-
sient processes 

INTRODUCTION 

The interest to the investigation of peculiarities of pulse electric current (PEC) effect of 
high density on the behavior and properties of metallic materials is dictated by the prospects 
of their application in technology of metal-working [1, 2]. The effect of electric current pulses 
manifests itself at different structural levels and due to its diversity, versatility and unique 
possibilities can be used for modification of physico-mechanical properties, stimulation of 
relaxation processes and reduction of residual stresses in elements of structures.  

For the first time the effect of electron action (electroplastic effect – EPE) on the process 
of metal deformation was experimentally studied and described in the research [3]. 

Intensive works in this direction have been carried out for more than 50 years, but there is 
no consensus of opinion among the researchers as to the nature of the discovered EPE [4–8]. 

                                                           
  Kuznetsov, V. A., Gromov, V. E., Kuznetsova, E. S., Gagarin, A. Yu., Kosinov, D. A., Aksenova, K. V.,  
Semin, A. P., 2017 
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In spite of the large number of experimental and theoretical investigations in the given direc-
tion, in connection with the deficient definiteness of physical mechanisms of action of PEC 
on metallic materials as well as the existing disagreement in interpretations of microscopic 
effects the further investigation of PEC effect on metals and alloys remains the topical and 
important scientific and practical task. 

The solution of the problems of investigation of the developed electrostimulated deforma-
tion mechanisms and its practical application in plastic metal working is possible when using 
the sources of powerful short current pulses [9, 10]. Such sources whose principle of action 
consists in the discharge of prior charged capacitors to the low ohm load are also used in 
studying the changes in physical properties of metals under current effect [11]. The disadvan-
tages of the generator preventing it from wide application in industry are: 

– low efficiency and substantial energy expenditures of the charging unit in relation to the 
availability of the charge of capacitors of current-limiting resistance Rz in the circuit;  

– impossibility of regulating the amplitude of power pulse. 
The purpose of the research is development of circuit elements of generator of powerful 

current pulses eliminating these disadvantages contributing to the reduction in main power 
and introduction of generator in industry in plastic metal working. 

THE RESULTS OF THE RESEARCH AND DISCUSSION 

Figure 1 shows the oscillogram of transient processes of pulse current, the charging cur-
rent of power capacitors and power capacitors’ voltage. After the pulse passage the C Br1 ca-
pacitor voltage takes the negative value (–Uz1), equal (0.85–0.95) to the initial voltage value 
Uz. The capacitor charge exchange from (–Uz1) to Uz occurs from the d.c. source with mains 
power consumption 3∙380 V. 

 

 
Figure 1. Oscillogram of transient processes of powerful pulse generator  

(Ii – pulse current, Uz – charge voltage, UC – capacitor voltage) 
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To limit the current rush between the rectifier bridge of the charger and power capacitors 
the current limiting resistance Rz where the considerable power (30 kW at pulse repetition 
frequency 100 Hz) dissipates is installed. 

In order to decrease the main power the recharging unit UP consisting of current limiting 
inductance RL Br4 connected in series and thyristor Th1 connected in antiparallel with thyris-
tor Th is introduced in the pulse generator circuit. 

At the moment of time when after passage power pulse the current becomes equal to ze-
ro, the pulses of different polarity the value of which is proportional to the derivative value of 
power pulse dI/dt are formed in the instrument transformer Three. Diode D blocks the nega-
tive half-wave, and the positive signal is amplified to the required value and is fed to the con-
trol electrode of thyristor Th1. The latter switches on and capacitors C Br1 recharge trough 
the circuit “thyristor Th1, inductance RL Br4” to the positive voltage value 0.8–0.9 Uz. In this 
case the charge unit carries out only the milking of capacitors from Uz. Thus, the application 
of recharge unit decreases the main power considerably.  

The transient processes of current pulse and recharge voltage with application of thyristor 
Th1 are shown in Fig. 2. For further decrease in charge unit power and possibility of adjusting 
the charge voltage value (pulse amplitude) the controlled thyristor transformers Uni Br, 
Uni Br 1 connected in series, in this case one of the transformer is fed from transformer 
winding Tr connected in ’star’ circuit and the other – in ‘triangle’ circuit are introduced in the 
circuit instead of non-controlled diode rectifier. Such an interconnection circuit firstly, in-
creases the rectified voltage (value of power pulse, respectively) and secondly, decreases the 
transformer inertia (the pulses number m increase to 12 at the period of feeding voltage, and 
pulse duration decreases to 1.6 ms). When using the power supply mentioned above the gene-
rator is capable of generating the pulse with maximum repetition frequency to 400 Hz. The 
application of thyristor transformers permitted to remove the current-limiting resistor Rz from 
the circuit of charge unit and it also increased the efficiency and decreased the a.c. main pow-
er. 

 

 
Figure 2. Parameters of capacitors’ current pulse and voltage with recharge unit 
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For controlling the pulse amplitude value a two-circuit system of voltage adjustment is 
implemented (SVA). The internal circuit of automatic control system is organized like circuit 
of controlling the current of capacitors’ charge and the external circuit – controlling the vol-
tage of capacitors’ charge. The circuit of current control consists of current regulator G1 with 
block of limitation S1, thyristor transformers Uni Br, Uni Br 1 consisting of inertia links with 
fast time constant 4 ms and object of control – power capacitors C Br1. The additional induc-
tance LBr3 is introduced into the circuit for stable operation. The active resistors of thyristor 
transformers and buses as well as power capacitor inductance are taken into account in power 
capacitor block C Br1. The negative current feedback is removed from the shunt CM1 and is 
amplified by fast-responding amplifier Tfcn. The control circuit of capacitors’ charge voltage 
consists of voltage regulator G3 and optimized current circuit. The voltage feedback consists 
of divider and inertialess voltage gauge Tfcn1. The limitation of maximum charge current is 
done at the expense of voltage regulator limitation block S2. This block enables to limit the 
minimum and maximum angular value of thyristor transformer control. The voltage adjust-
ment may be done either by hand or from the signal of technological programmed controller. 

If it is necessary to reduce voltage very quickly the control system forms the assignment 
to the negative value of ‘charge’ current – discharge current. However, in connection with the 
fact that thyristor transformers are non-reversible they can reduce current only up to zero val-
ue. In this case, the reduction of capacitor voltage occurs strictly at the expense of active 
losses and has a long character. To increase the speed of system response the device blocking 
the operation of recharge device by blocking the control pulses to thyristor Th1 for the time 
necessary to reduce the capacitor voltage is connected into the circuit.  The blocking device 
contains the amplifier G2 with block of limitation S4. At the negative current assignment the 
device forms the signal blocking the operation of G in the system of formation of control 
pulses to thyristor Th1 of recharge. 

Figure 3 shows the mathematical model of the updated generator made in medium “Mat-
Lab, Simulink” with recharger, controlled thyristor charger and SVA, and Figure 4 – oscillo-
grams of transient processes in operation of the updated generator in the regime of stepwise 
change of voltage assignment to 600 V. The main power of upgraded generator in static re-
gime at pulse repetition frequency 100 Hz reduced 5-fold (from 30 to 5.5 kW). 
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Figure 3. Simulation model of the modernized generator 

 
Figure 4. Transient processes in stepwise change of voltage adjustment of capacitors charge  

(Iu – pulse current, Uz – charge voltage, UC – capacitor voltage) 

CONCLUSION 

1. The introduction of recharger and block of thyristor convertors connected in series in 
the circuit of pulse generator enabled to reduce the main power as well as to control smoothly 
the amplitude of power pulse with high speed response (not less than 50 ms) and wide control 
range (up to 600 V). It widens considerably the possibilities of the device application in in-
dustry. 
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2. The built model is adequate to the real unit which made it possible to use it for parame-
ter refinement of the used elements and the system of obeyed control with the purpose of op-
timization of operation regimes (transient processes, in particular) and the increase in opera-
tional reliability. 
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Abstract. The text deals with the information about application of cluster analysis for the purpose of 
semiconductor elements classification. The technique of semiconductor elements classification on 
groups based on application of k-means clustering is offered. Using the offered technique the research 
of CMOS chips selection was conducted. A time delay on the leading edge of the signal and a critical 
voltage supply were used as informative parameters of the chips. The recommendations about applica-
tion of this technique in case of large number of informative parameters are offered. 

Keywords: cluster analysis, k-means clustering, cluster group, informative parameter, Euclidean dis-
tance, dendrogram 

INTRODUCTION 

Nowadays a problem of improving quality and reliability of the electronic devices relates 
to the priority areas of the technological development. The most actual aspect is looking for 
ways to improve quality of the electronic components to achieve an acceptable level of prod-
uct reliability with minimum time and resource spends. 

Predicting reliability is constantly being studied and widely distributed in electronics. At 
the same time, the main attention is paid to the analysis of elements failures, physics of fail-
ures application in electronics and statistical failure data. In [1] there is the information about 
multi-state and continuous-state system reliability with degradation analysis, maintenance 
models for large repairable systems. Authors [2] present the results of reliability analysis of 
MOS chips, bipolar transistors and diodes in stationary and mobile systems. At the same time, 
methods of predicting failures of complex systems are being developed. Authors [3] describe 
program HIRAP Honeywell (Honeywell In-Service Reliability Assessment Program), which 
takes into account design failure rates, manufacturing process failure rates and other causes 
for equipment removal.  

A large number of works are devoted to the development of techniques for applying ma-
thematical methods and finding forecasting models. The use of these methods is justified in 
terms of financial and labor costs to ensure the forecasting process, as well as in terms of the 
                                                           
  Mishanov, R. O., 2017 
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results, that satisfy manufacturers and consumers. Statistical forecasting methods allow ob-
taining acceptable accuracy of short and medium-term forecasts. By use of statistical methods 
the long-term forecast accuracy, which satisfy the developers, is difficult to be obtained due to 
the necessity of large bulk of data processing, which entails the use of many resources. Also, 
there is no necessity in obtaining long-term forecasts because in many cases the operating 
term less than the forecast time. Authors [4] offer Monte Carlo simulation using “Excel” 
spreadsheet for forecasting reliability of a complex system.  

The application of the theory of pattern recognition is of special interest. Authors [5] de-
scribe the developed system of principles and criteria of determining the relationship of 
a specified electronic product with one of the preliminary identified product classes. Authors 
[6] offer the forecasting models for the samples of CMOS chips and Zener diode by an extra-
polation method. Thus, research into the application of the theory of pattern recognition to 
predict the reliability of electronic devices is relevant at this stage in the development of 
science and technology.  

The cluster analysis is related to the theory of pattern recognition. Cluster analysis is 
a system of data processing algorithms for the distribution of the objects in the group of clus-
ters (cluster groups), which are instantiated by homogeneous objects. 

Use of cluster analysis in the practical solution of data analysis problems is often charac-
terized by a known beforehand number of cluster groups. In this case, k-means clustering me-
thod got widespread. It involves a construction of k different cluster groups, which are located 
at the greatest possible distance from one another. Initially k randomly selected cluster groups 
are formed, then each object belonging to each group is examined. The criterion for such rela-
tionship is to minimize the variability within the cluster and to maximize variability between 
clusters. 

This paper offers the technique of the microchips classification based on the k-means 
clustering method. The technique is comprised of 3 steps:  

– Step 1. Analysis of the initial data. Measurement scale settings. Justification and 
a choice of proximity measures. 

– Step 2. Conducting cluster analysis using method of hierarchical classification. Den-
drogram analysis and clusters quantification. 

– Step 3. Conducting cluster analysis by k-means clustering. Analysis of the results. 

INITIAL DATA 

CMOS chips 765LN2 sample was investigated. The integrated circuits are represented by 
six logic elements NAND. The sample includes 50 chips. Time delay on the leading edge of 
the signal x1 (t

+
p, µs) and critical voltage supply x2 (Vsc, V) are selected as the informative pa-

rameters. Table 1 presents the initial data for cluster analysis. 

PROBLEM FORMULATION 

The research objective is to split elements into cluster groups (classes). The elements in 
one group are characterized by a similar condition. 

PROBLEM SOLUTION 

Task solution by the cluster analysis performed using the program package STATISTI-
CA 10. 
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The first step of the solution is to set a measurement scale, as cluster groups are characte-
rized by assessing the distance between elements. But as the measurement scale of values x1 
and x2 is different (x1 is measured in microseconds, x2 – in volts), the parameter values must 
be centered, i.e. lead to the scale when average value of the parameters equals 0 and standard 
deviation equals 1. 

 
Table 1. The initial data for cluster analysis 

The element 
number 

X1 X2 
The element 

number 
X1 X2 

The element 
number 

X1 X2 

1 4.3
0 

1.3
0 

19 3.80 1.2
0 

37 3.80 1.4
0 

2 7.2
0 

2.9
0 

20 3.70 1.2
0 

38 6.40 2.5
0 

3 3.2
0 

1.1
0 

21 4.40 1.3
0 

39 6.00 2.5
0 

4 6.6
0 

2.1
0 

22 7.10 2.6
0 

40 6.90 2.8
1 

5 5.3
0 

1.7
2 

23 5.10 1.6
0 

41 7.10 1.7
4 

6 4.7
0 

1.6
0 

24 5.00 1.5
0 

42 5.00 1.7
2 

7 6.7
0 

1.8
0 

25 15.6
0 

3.5
0 

43 7.30 2.9
0 

8 6.2
0 

1.7
3 

26 5.00 2.8
0 

44 8.10 2.8
0 

9 6.6
0 

2.4
0 

27 4.40 1.7
1 

45 5.20 2.3
0 

10 3.9
0 

1.3
0 

28 4.50 1.8
0 

46 7.10 2.8
1 

11 4.5
0 

1.4
0 

29 3.00 1.0
0 

47 10.8
0 

3.2
0 

12 4.3
0 

1.4
0 

30 4.20 1.5
6 

48 3.50 1.5
0 

13 4.6
0 

1.5
0 

31 4.90 1.6
0 

49 4.00 1.6
3 

14 5.8
0 

1.7
0 

32 7.50 2.8
0 

50 5.10 1.9
0 

15 9.2
0 

2.9
0 

33 4.50 1.6
2 

   

16 6.5
0 

2.6
0 

34 7.80 2.7
8 

   

17 7.0
0 

2.8
0 

35 8.90 2.9
6 

   

18 5.2
0 

1.7
5 

36 4.80 1.7
0 

   

 
Cluster analysis involves the use one of the ways to determine the proximity measure, the 

use of which depends on the final version of the partition of objects into clusters. Selection of 
the proximity measure depends on the research objectives, the nature of the probability distri-
bution and other parameters. In this example, the ordinary Euclidean Distance is used as the 
proximity measure, because a sample is taken from a population with normal distribution, and 
informative parameters x1 and x2 are equally important for the classification. 
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Centered values of the informative parameters are shown in Table 2. Rounding made to 
the third decimal place. 

The Euclidean Distance is calculated for each pair of elements by the formula: 

 2 2
1 1 2 2( , ) ( ) ( ) ,E i j ci cj ci cja a x x x x      (1) 

where ai and aj – the ith and jth elements of the sample; x1ci and x1cj – centered characteristic 
value of parameter x1 of the ith and jth elements of the sample; x2ci and x2cj – centered characte-
ristic value of parameter x2 of the ith and jth elements of the sample. 

In the program package STATISTICA a cluster analysis using the hierarchical classifica-
tion was selected, the rule of association “total communication method” was noted, the “Euc-
lidean distance” was selected as a measure of proximity. The results of hierarchical classifica-
tion are shown in Fig. 1. The vertical dendrogram of the cluster analysis using hierarchical 
classification is shown in Fig. 2. 

 
Table 2. Centered values of the informative parameters 

The element 
number 

X1c X2c 
The element 

number 
X1c X2c 

The element 
number 

X1c X2c 

1 –
0.709 

–
1.097 

19 –
0.938 

–
1.249 

37 –
0.938 

–
0.944 

2 0.621 1.345 20 –
0.984 

–
1.249 

38 0.254 0.734 

3 –
1.214 

–
1.402 

21 –
0.663 

–
1.097 

39 0.071 0.734 

4 0.346 0.124 22 0.575 0.887 40 0.483 1.207 

5 –
0.250 

–
0.456 

23 –
0.342 

–
0.639 

41 0.575 –
0.425 

6 –
0.526 

–
0.639 

24 –
0.388 

–
0.792 

42 –
0.388 

–
0.456 

7 0.392 –
0.334 

25 4.474 2.260 43 0.667 1.345 

8 0.162 –
0.441 

26 –
0.388 

1.192 44 1.034 1.192 

9 0.346 0.582 27 –
0.663 

–
0.471 

45 –
0.296 

0.429 

10 –
0.893 

–
1.097 

28 –
0.617 

–
0.334 

46 0.575 1.207 

11 –
0.617 

–
0.944 

29 –
1.305 

–
1.555 

47 2.272 1.802 

12 –
0.709 

–
0.944 

30 –
0.755 

–
0.700 

48 –
1.076 

–
0.792 

13 –
0.572 

–
0.792 

31 –
0.434 

–
0.639 

49 –
0.847 

–
0.593 

14 –
0.021 

–
0.486 

32 0.759 1.192 50 –
0.342 

–
0.181 

15 1.538 1.345 33 –
0.617 

–
0.609 

   

16 0.300 0.887 34 0.896 1.162    

17 0.529 1.192 35 1.401 1.436    

18 –
0.296 

–
0.410 

36 –
0.480 

–
0.486 
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Figure 1. The results of hierarchical classification of clustering analysis 

The meaning of the vertical dendrogram is as follows. The shorter a distance between the 
elements, the more similar in informative parameters they are, therefore they belong to the 
same cluster. With increasing a distance between the elements the differences become larger. 
Each node of the dendrogram indicates the union of two or more clusters. The distance, at 
which the clusters are combined, is indicated on the vertical axis. The horizontal axis shows 
the number of elements. 

Analysis of the dendrogram demonstrates that on a distance of 6.924 the element No.25 
combined with a large cluster, which is formed on a distance of 4.9065. It can be concluded 
that the optimal number of clusters is 2, one of which is formed on a distance of 2.9142, and 
the second - on a distance of 2.3456. The element No.25 can be considered as the outlier. 

 

 
Figure 2. The vertical dendrogram of the cluster analysis using hierarchical classification 
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The next step is carrying out a cluster analysis of sample using k-means clustering for 
testing the significance of differences between groups of clusters. Using this method you can 
specify the initial number of clusters, which are the center of group elements with the most 
similar parameters. Thus at each iteration object composition of clusters varies. The optimali-
ty criterion is a minimization of variability in the cluster and maximization of variability be-
tween clusters. 

Cluster analysis with clusterization by k-means clustering was carried out in the program 
package STATISTICA. Based on the analysis of the dendrogram shown in Fig. 2, take the 
number of clusters equals 2. The number of iterations is standard and equals 10. The results of 
the cluster analysis by k-means clustering are shown in Fig. 3. 

 

 
Figure 3. The results of the cluster analysis by k-means clustering 

To determine the significance of differences between groups of clusters the dispersion 
analysis should be carried out. The results are shown in Fig. 4. 

 

 
Figure 4. The results of the dispersion analysis 

The significance level p of each informative parameter less than 0.05 (acceptable limit of 
error level). Thus, a significant difference in both parameters between clusters exists. 

It is necessary to define the distance from each element included in the cluster to the clus-
ter center. In the program the button “Summary: Cluster means & Euclidean distances” was 
selected (see Fig. 5). 
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Figure 5. Selection of items for sample analysis 

Fig. 6a, 6b show the composition of the clusters and the distances between elements to 
the clusters center calculated by the k-means clustering. The number of clusters specified in 
initial data for the k-means clustering, equals 2. The element No.25, which was considered as 
outlier, is contained in the cluster closest to him (cluster No.2). The distance between it and 
the center of the cluster is relatively longer than distances between other elements of the clus-
ter and the cluster center. 

Fig. 6b shows that the elements No.25, No.47 have a relatively long distance to the clus-
ter center. In the future it will increase the field of standard deviations in the cluster No.2. 

For each informative parameter form the table of average values (table is shown in Fig. 7). 
Fig. 8 shows a plot of means and confidence intervals for each parameter in each cluster. 

According to the plot, which is shown in Fig. 8, it demonstrates that the informative pa-
rameter x1 has a high standard deviation in the cluster No.1. It is explained by the influence of 
the parameter x1 values of elements No.25 and No.47. To exclude such a case we could set the 
number of initial clusters to 3. Then elements No.25 and No.47 form another cluster, which 
can’t be taken into account in further studies. Therefore, the standard deviation field of the 
parameter x1 in the cluster No.2 is significantly reduced. 
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(a) (b) 

Figure 6. The distances to the cluster center of each element, which is part of:  
the cluster No.1 (a); the cluster No.2 (b) 

 
Figure 7. Table of average values of each informative parameter 

 
Figure 8. Plot of means and confidence intervals for each parameter in each cluster 
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CONCLUSION 

Analyzing the results it is stated, that the use of cluster analysis for classification of semi-
conductor elements into classes have meaning when the element classes are well separated. 
Otherwise, the characteristic values of some elements can increase the standard deviation field 
that in the future will lead to the accuracy decrease of classification of the element from the 
party to a particular class. 

Increasing number of informative parameters there is a problem to measure the effect of 
each particular parameter to the selected distance metric. In this case, it is advisable to use the 
Weighted Euclidean Distance as a distance metric. Thus, the “weight” is attributed to each of 
informative parameters. Therefore, the influence degree of each parameter on distance metric 
is taken into account. The difficulty lies in the evaluation of these “weights”. One of the best 
options for the “weights” evaluation of each parameter is the expert evaluation method. 
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Abstract. The method of multiple reflections has several important informative parameters of the sig-
nal which allow to determine of the presence or the absence of defects in the testing object. Some pa-
rameters can be calculated using only numerical methods. In this article, the calculation algorithm of 
several key informative parameters of the signal is represented such as reflection coefficient on the in-
terface “transducer – testing object”, attenuation coefficient, probe pulse amplitude and position. Nu-
merical values of informative parameters of the signal are obtained for pipes with diameter 18, 32, 57 
and 73 mm by using developed algorithm and experimental data which are consistent with theoretical 
data. It is shown that the geometric dimensions of the pipe and the presence of the features such as 
electric welding seam or foreign inclusions in material of the testing object have a significant impact 
on the dependencies of informative parameters of the signal from the level of clamping force of pie-
zoelectric transducer on the cylindrical surface of the pipe. The obtained results can be used at the im-
provement of ultrasonic inspection techniques and development of new approaches in material struc-
ture testing of the cylindrical long range objects. 

Keywords: reflection coefficient, method of multiple reflections, calculation algorithm, attenuation 
coefficient, piezoelectric transducer, acoustic wave, clamping force, cylindrical long range objects, 
distant reflections, guided wave testing 

INTRODUCTION 

In modern industry the cylindrical long range objects such as rod rolling and pipelines for 
different purposes are widely used which is needed in mandatory inspection both at manufac-
turing company and during exploitation. For testing of such objects the active methods are 
basically used using torsional [1–3], rod [4–6], longitudinal [1–3, 7–9], or shear [2, 3, 10, 11] 
waves thus it is known cases of application of passive methods, in particular, the acoustic 
emission technique [12]. Among acoustic testing methods of cylindrical long range objects 
guided wave testing is widespread which have several advantages over classical ultrasound 
methods of nondestructive testing including an opportunity of rapid long range inspection, 
absence of necessity in scanning, and testing range of cylindrical long range objects up to 100 
meters in the selected direction [13, 14]. Recently many authors are paid much attention to 
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modeling and experiments aimed at the investigation of the influence of external and internal 
viscoelastic media on the propagation of acoustic waves in pipes of different diameters [14–16]. 

The implementation of guided wave technique is available using piezoelectric dry 
coupled transducers [1, 3, 9, 17], magnetostrictive transducers [11, 18, 19] and electromagnet-
ic acoustic (EMA) transducers [20-24] which have advantages: the possibility of testing with-
out any contact with testing object at small gaps, generate any type of wave mode, absence of 
wear of element design and low absorption of acoustic wave energy by transducer [20, 21, 24, 
25]. However, EMA transducers usually have low efficiency of EMA transformation in com-
parison with piezoelectric transducers and can not be used for testing of non-ferromagnetic 
materials [24–27]. 

Guided wave testing is predominantly used in the oil, gas and petroleum industry for the 
cylindrical long range objects and products from them such as sucker rods [5, 28], oil well 
tubing and pipes [24, 29, 30], metal cables [31–33], reinforcing bars [34, 35], workpieces for 
the steel springs [36], rock bolts [37, 38], and etc. Since the products represent the objects of 
the final length for such objects the technique has been developed and successfully used based 
on the method of multiple reflections (MMR) which have several advantages [4, 29, 39]: 

– increases sensitivity and calculation accuracy of the wave speed and attenuation when 
analyzing the acoustic signals of distant reflections; 

– has high informative value of testing through using additional characteristics of the 
acoustic signal; 

– improves the distance resolution; 
– decreases the dead zone through a low quality factor of the signal. 
At the implementation of the MMR it is needed to consider the wave attenuation in the 

testing object and incomplete reflection of the signal on the interface between transducer and 
the surface of the testing object, called the reflection coefficient, which depend on several fac-
tors such as a clamping force of the transducer to the testing object, quality of acoustic coupl-
ing, roughness of the surface of the testing object, exact location of the transducer system on 
the cylindrical surface of the testing object. Reflection coefficient depend on the informative 
parameters of guided wave testing such as the reflection coefficient from the defects, attenua-
tion of multiple reflection pulses, velocity of the wave propagation, efficiency of EMA and 
piezoelectric transformations [4–6, 29, 39]. As a rule, the reflection coefficient values may 
vary within the range from 0 to 1. Decreasing of this value to 0.7 and below there is the ab-
sence of growing defect amplitude effect at the distant reflections that leads to low efficiency 
of the MMR [39]. 

In this article, the algorithm and program implementation is represented and designed for 
increasing of the informative value of guided wave testing of the cylindrical long range ob-
jects using the MMR in real time during testing allowing, in particular, to compute the reflec-
tion coefficient and attenuation coefficient at the distant reflections, to determine probe pulse 
amplitude and position. There are the results of experiments confirming the efficiency of the 
algorithm operation on the real data. 

APPROACHES USED 

It is known, that at the implementation of the MMR a part of the acoustic wave energy is 
absorbed on the interface between transducer and the surface of the testing object and this 
physical phenomenon can be described by mathematical model taking into account of equip-
ment parameters, geometric and elastic properties of the testing object, wave attenuation, and 
interaction with defects. The law of propagation of the rod and torsional waves in the cylin-
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drical long range objects at the implementation of the MMR is known and a series of the mul-
tiple reflections is described by the expression [39]: 

  0
0 ,nx xn

n eU U R e
 

    (1) 

where Un – echo pulse amplitude from the end of the testing object at the n-th reflection; U0 – 
probe pulse amplitude; Re – reflection coefficient on the interface between transducer and the 
surface of the testing object;  – attenuation coefficient of acoustic wave; xn = 2∙L∙n + x0 – po-
sition of the n-th reflection, 2 L n – traveled distance of acoustic wave at the n-th reflection; 
x0 – probe pulse position, L = C∙t – length of the testing object, C – propagation velocity of 
acoustic wave, t – propagation time of acoustic wave. 

The problem is to find the reflection coefficient Re for which the equation (1) on the ref-
lection n at the reflection amplitude Un and the distance to the reflection xn has a unique solu-
tion. It also follows from the equation (1) that the variables Re, U0, and δ are interdependent, 
therefore, the calculation of their values should be carried out on the different reflections n. 

THE CALCULATION ALGORITHM 

The solution of the problem can be accomplished by using the bisection method based on 
the successive approximation to the desired value of the unknown quantity by dividing the 
search interval into two and calculation of interdependent unknown variables on each iteration. 

Input data 

As the input data, the peak coordinates of the two pulses reflected from the end of the 
testing object are used: Un, Um – amplitudes of the echo pulses from the end of the testing ob-
ject at the n-th and m-th reflection respectively, xn, xm – propagation distance of acoustic wave 
to the n-th and m-th reflection respectively xn = 2∙L∙n + x0 and xm = 2∙L∙m + x0, when condition 
m > n must be satisfied, where n and m – whole numbers. 

It is calculated the distance which equal to double size of the length of pipe and corres-
ponding to the space between the two pulses on the distance scale: 

 2 .m nx x
x L

m n


  


 (2) 

Probe pulse position on the x-axis is determined as 

 0 .nx x n x    (3) 

Initial value of attenuation coefficient is introduced and reflection coefficient is calcu-
lated for launching the calculation cycle 
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where Ren – reflection coefficient at the n-th reflection; Rem – reflection coefficient at the m-th 
reflection. 

Probe pulse amplitude is calculated by using this data 
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Formulas (2)–(5) are used for the calculation one time only and they are needed for 
launching the main calculation cycle. 

Main calculation cycle 

The calculation algorithm of the informative parameters of the signal in the main calcula-
tion cycle at iteration step k looks as follows. 

1. Computation Re at the n-th reflection 
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2. Computation Re at the m-th reflection 
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3. Calculation of the average value Re  
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4. Evaluation of the value ΔRe  
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5. Calculation of the attenuation coefficient with considering the calculated reflection 
coefficient Re  
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6. Calculation of the probe pulse amplitude with considering the calculated reflection 
coefficient Re (formula 8) and attenuation coefficient δ (formula 10) 
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The exit from the cycle body is carried out when the condition ΔRe ≤ 10−6 is satisfied. 
Thus, the represented algorithm allows to obtain the values of reflection coefficient Re, atten-
uation coefficient δ, probe pulse amplitude U0 and position x0 with a specified accuracy. 

Implementation of algorithm 

The algorithm is implemented as part of program in the software called Prince which is 
written using high level programming language Object Pascal and designed for equipment 
management, recording of acoustic signals and the output of main informative parameters of 
the signal in the real-time, including the values of reflection coefficient, attenuation coeffi-
cient, probe pulse amplitude and position on the monitor screen. A scheme of calculation al-
gorithm of the reflection coefficient is provided in Fig. 1 and it includes a data input unit, pre-
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liminary calculation unit, result output unit and main cycle body which contains the units of 
reflection coefficient calculation, error checking, computation of attenuation coefficient and 
probe pulse amplitude. 

 

Main computing in cycle
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Figure 1. A scheme of the calculation algorithm of the informative parameters of the signal 

For instance, the operation of the algorithm on the real data is represented in table 1. As 
the input data for calculating, the following data are used: n = 1, m = 5, Un = 931.091 mV, 
Um = 711.914 mV, xn = 2.018 m, xm = 9.630 m, C = 3250 m/s. The output data: 
Re = 0.954193, δ = 0.010744, U0 = 995.710785 mV, x0 = 0.1144 m. 

 
Table 1. An example of the operation of the algorithm on each iteration  

Iteration 
number k 

Reflection 
coefficient at 

n-th reflection 
Ren 

Reflection 
coefficient at 

m-th reflection 
Rem 

Average value 
of reflection 
coefficient Re 

Attenuation 
coefficient  

Probe pulse 
amplitude U0 

mV 

Condition  
ΔRe 

1 1 0.9477353 0.9738677 0 956.0757988 - 

2 0.9738677 0.9427294 0.9582985 0.0086066 987.6548819 0.0155692 

3 0.9582985 0.9520905 0.9551945 0.0103168 994.0947786 0.0031040 

4 0.955195 0.9539537 0.9545741 0.0106584 995.3877881 0.0006204 

5 0.9545741 0.954326 0.9544501 0.0107267 995.6465917 0.0001240 

6 0.9544501 0.9544004 0.9544253 0.0107404 995.6983605 0.0000248 

7 0.9544253 0.9544153 0.9544203 0.0107431 995.7087146 0.0000050 

8 0.9544203 0.9544183 0.9544193 0.0107437 995.7107855 0.0000010 

 
As shown from table 1, for calculating with certain accuracy according to the condition 

610eR    the eight iterations are enough to reach of satisfactory solution. 
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EXPERIMENTAL SETUP 

The experiment for verifying the operation of the calculation algorithm of the informative 
parameters of the signal was prepared and performed. The experimental setup is represented 
in Fig. 2 described in [40] and consists of two EMA transducers, piezoelectric transducer, 
probe pulse generator, control block with preamplifier, analog-digital converter board embed-
ded in personal computer. EMA transducers are located on the cylindrical surface of the pipe 
at the diametrically opposite sides near the pipe end and piezoelectric transducer is located in 
the middle between two EMA transducers on the cylindrical surface of pipe as well. The pipes 
with length 950 mm, diameter 18, 32, 57, 73 mm and wall thickness 3, 4.2, 5, 5.5 mm respec-
tively are used in the experiment and pipe with diameter 18 mm has electric welding seam 
along the entire length of pipe. 

 

 
Figure 2. A scheme of the experimental setup, EMAT – electromagnetic-acoustic transducer,  

PET – piezoelectric transducer, ADC – analog-digital converter, PC – personal computer 

The echo signal is the measurement result (Fig. 3) obtained by using the software Prince 
and represented the series of echo pulses of multiple reflections from the opposite ends of the 
pipe. For example, in figure 3 the echo signals are illustrated for pipe with diameter 18 mm 
under one of minimum clamping force and pipe with diameter 57 mm under maximum 
clamping force. From the presented echo signals it can be concluded that acoustic wave atten-
uation, acoustic noise level and amplitude of unwanted types of wave modes for pipe with 
diameter 18 mm is higher than for pipe with diameter 57 mm, it can be explained the presence 
of electric welding seam along the pipe. 

RESULTS AND DISCUSSION 

Calculated dependencies of reflection coefficient, attenuation coefficient and probe pulse 
amplitude from the wave propagation distance for the pipe with diameter 18 mm and 57 mm 
are given in Fig. 4. The following graphs for the pipe with diameter 18 mm (Fig. 4 a, c, e) 
demonstrate the insignificant nonlinear dependence of reflection coefficient (Fig. 4 a) from 
the wave propagation distance the cause of which can be high amplitudes of acoustic noise 
and unwanted types of wave modes due to structural and geometrical features of the pipe as 
well as the presence of electric welding seam along the testing object. 

EMAT

EMAT

PET

Probe pulse generator

Control block and preamplifier

ADC PC

Pipe
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(a) (b) 

Figure 3. Experimental signals of the series of echo pulses of multiple reflections  
obtained on the pipes with diameter 18 mm (a) and 57 mm (b) 

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 4. Dependencies of calculated reflection coefficient (a, b), attenuation coefficient (c, d), and probe pulse 
amplitude (e, f) from the wave propagation distance at the multiple reflections in pipe with diameter 32 mm 
(a, c, e) and 73 mm (b, d, e) 
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Main values of attenuation coefficient are within the range 0.016÷0.021 for pipe with di-
ameter 18 mm (Fig. 4 c) and 0.006÷0.012 for pipe with diameter 57 mm (Fig. 4 d). Since the 
attenuation coefficient is a constant value in defined medium then the average value of atten-
uation coefficient at the 5th – 8th reflection is taken as a constant where unwanted types of 
wave modes and acoustic noise amplitudes have insignificant influence. Using such approach 
the calculated attenuation coefficient for pipe with diameter 18, 32, 57, 73 mm is amounted 
0.018, 0.024, 0.009, 0.016 m-1 respectively. 

For comparison of the calculated results the definitions of graphs are accepted on the eval-
uation of clamping force which carried out the amplitude of the first echo pulse from the oppo-
site end of the pipe (first reflection). Generalized dependencies of average values of reflection 
coefficient from the first echo pulse amplitude from pipe end for different diameters are 
represented in Fig. 5. Reflection coefficient for pipe with the smallest diameter 18 mm varies 
widely from 0.78 to 0.93. However, the variation range of reflection coefficient for pipes with 
large diameters 32, 57, and 73 mm varies within a range 0.04÷0.08 (0.84÷0.92, 0.93÷0.97, 
0.95÷1 for pipe with diameter 32, 73, and 57 mm respectively). Thus, reflection coefficient at 
the amplitude 500 mV of the first echo pulse from the opposite end of the pipe for pipes with 
diameters 18, 32, 57, and 73 mm is amounted 0.82, 0.86, 0.97, and 0.94 respectively. 

 

 
Figure 5. Dependence of average value of reflection coefficient from echo pulse amplitude  

on the first reflection for pipes of different diameter 
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General decreasing dependence of reflection coefficient from the first echo pulse ampli-
tude from the opposite end of the pipe is observed on the graphs (Fig. 5). However, this de-
pendence is most pronounced for pipe with diameter 18 mm that can be related with presence 
of electric welding seam which has a structure differing from main material structure of pipe. 
Therefore, it can be assumed that the presence of structural inhomogeneity of material in the 
testing object leads to significant changes of the reflection coefficient at the different clamp-
ing force of piezoelectric transducer to the cylindrical surface of pipe. Hence, this approach 
can be used for development of the technique of guided wave testing for the evaluation of the 
material structure and the presence of foreign inclusions in pipes with different diameters. 

CONCLUSIONS 

Thus, according to the results of the developed calculation algorithm of the informative 
parameters of the signal and experimental investigations at the implementation of the method 
of multiple reflections it is possible to make the following conclusions: 

– presented algorithm allows to obtain with high accuracy in real-time of reflection coef-
ficient (absolute error of the calculated values of reflection coefficient for pipe with diameter 
57 mm and 73 mm is amounted 0.02), attenuation coefficient, probe pulse amplitude and po-
sition; 

– calculated values of reflection coefficient (from 0.77 to 0.99) by using algorithm on the 
real testing object are consistent with the theoretical data; 

– the presence of acoustic noise and unwanted types of wave modes does not have signif-
icant influence on the calculation results; 

– with increasing the clamping force of piezoelectric transducer to the cylindrical surface 
of the pipe the reflection coefficient slightly decreases; 

– the reflection coefficient has a nonlinear dependence in pipes of small diameters at the 
presence of foreign inclusions. 

The results of the work can be used for the improvement of existing techniques of guided 
wave testing as well as for the development of approaches in the evaluation of material struc-
ture of cylindrical long range objects based on detection of dependence of reflection coeffi-
cient from clamping force of piezoelectric transducer on the pipe surface. 
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Abstract. Dust-impact mass spectrometers are used to analyze the chemical composition of micro-
meteoroids and space debris particles. The focusing of charged particles packets produced by high-
speed interaction is complicated because of their high energy spread. The focusing can be achieved by 
using high voltages, or using electrical fields with special distributions. The method of analytical cal-
culation of such nonlinear distribution is given in this paper. The nonlinear electrostatic ion mirror 
with a given distribution of potential provides the temporal focusing of ions with an energy spread of 
up to 25% of the accelerating voltage. To verify the focusing ability of the resulting potential distribu-
tion the trajectories of ions with different coordinates of origin and different initial energy spread were 
calculated. The mass resolution is calculated on the basis of ions trajectories and times of flight. The 
results of trajectories simulation allow us to conclude that nonlinear ion mirror provides sufficient 
level of temporal focusing to resolve simple substances such as aluminium, ferrum, lithium and other 
metals that can be detected in the chemical composition of micrometeoroids and space debris par-
ticles. 

Keywords: dust-impact mass spectrometer; time of flight mass spectrometer; mass analyzer; nonlinear 
ion mirror; reflectron 

INTRODUCTION 

Time of flight mass spectrometers are widely used not only in laboratory but also for car-
rying out in-situ space experiments [1, 2]. The latter includes the scope of the study of outer 
space, the chemical composition of cosmic dust particles of natural and artificial origin, mi-
crometeoroids and space debris particles. For such analysis of the chemical composition 
a dust-impact time of flight mass spectrometers are used, which principle of operation is 
based on the mechanism of impact ionization [3]. The advantages of time of flight mass spec-
trometer as compared to other mass analyzing devices are: small size, high sensitivity, and the 
ability to determine the composition of cosmic dust particles having a random nature of the 
interaction of particles with the target of the device. The use of ion mirrors in the design of the 
device improves the performance of the mass spectrometer by increasing the ion path length 
in the fieldless areas, as well as realization of the space-time focusing of the ion packets in the 
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detector plane [4, 5]. However, with the increase of the initial energy spread of ions (e.g., re-
sulting from high-speed interaction of micrometeorite and target) the temporal error in focus-
ing of ion packets is also increased, which limits the performance of this type of analyzers and 
requires the use of high accelerating voltage [6] or nonlinear potential distribution in reflector 
[7]. 

ANALYTICAL EXPRESSION FOR IDEAL FOCUSING 

The authors of [8] propose a method for calculating the distribution of the nonlinear axial 
potential electrostatic ion mirror, providing total independence of the drift time of the ions 
from their initial energy. The method is based on the fact that ions with different initial energy 
meet their unique reflection equipotentials, which longitudinal coordinates monotonically in-
crease with the energy of the corresponding ions. Thus, the ions with higher energy have 
a longer path within the ion mirror, which compensates the initial energy spread of the ions. 

Expression describing the desired potential distribution in the reflector can be written as 
the integral equation: 
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   (1) 

where m, q – mass and charge of ion; z – current longitudinal coordinate in the reflection area; 
z* – coordinate of the turning point of ions; qΔU – the initial energy of ions; U – potential in 
the area of reflection (entry point in this area corresponds to the zero potential), Δt(ΔU) – the 
difference in time of flight for qΔU initial energy, which should be compensated. 

Consider this method of calculation applied to the design of dust-impact mass spectro-
meter. 

STRUCTURE OF THE DEVICE AND DESIRED REFLECTOR POTENTIAL DISTRIBUTION 

Figure 1 shows the structure of dust-impact time of flight mass spectrometer with 
a nonlinear reflector. Dust particles at the speed of V0 hit the target 1 and form a plasma 
cloud. Initially, the target has a potential equal to the accelerating voltage, the accelerating 
field separates the charged particles, ions are accelerated and get into nonlinear reflector, elec-
trons are deposited on the target and form a current pulse amplified by the amplifier 5. This 
pulse turns off controlled pulsed voltage source 6 to remove accelerating field. Controlled 
pulsed voltage source 6 forms impulse to start recording. Ions reflect in the ion mirror and, as 
the accelerating voltage is already turned off, pass through the target, reflect in a parabolic 
reflector, pass through a spherical corrector and hit the detector 4. 

Here 1 – a target with holes, 2 – flat grid, 3 – parabolic reflector, 4 – detector, 5 – elec-
tron pulse amplifier, 6 – accelerating voltage generator. 

Time of flight of the ion with mass m and charge q for the path inside of the device, ex-
cept the nonlinear reflector, can be written as following:  
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where L1 – length of accelerating gap; Lfl – length of fieldless areas; L3 – distance between 
parabolic electrodes; L5 – length of decelerating gap; U1 – accelerating potential; ΔU – initial 
kinetic energy of ion. 

 

 

 

Figure 1. Structure of the device Figure 2. Desired distribution of potential (blue line)  
and field intensity (red line) 

 
We can regroup summands in (2) to obtain coefficients for the different powers of ΔU:  
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Thus, the expression describing time of flight difference will be the follows: 

 0 1 2 1 3
1

1
( ) .

2

m
t U C C U C U U C

q U U


 
         

   
 (7) 

Solution of the equation (1) can be found trough integration:  
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Using expressions (3)–(6) and introducing: 
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we can obtain inverse function, which describes dependence of longitudinal coordinates from 
potential inside the reflector:  
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Resulting distributions of potential and electric field intensity are shown on Fig. 2, here 
the blue line is the potential distribution and the red line is the electric field intensity. 

SYNTHESIS OF THE DESIRED REFLECTOR’S POTENTIAL DISTRIBUTION 

Physical synthesis of the field with a given distribution of the axial potential by setting 
the potentials of the field defining elements according to the above expression is impossible. 
The larger inner diameter of the ring electrodes defining the field leads to greater difference of 
the field on the axis from the ideal distribution.  

To solve the problem of the reflector field distribution synthesis, we have developed 
software for calculating potentials of field defining elements. This software uses genetic op-
timization algorithm and CUDA-accelerated library for Laplace equation solving. Each field 
distribution in population (a set of field defining potentials on electrodes) is being tested ac-
cording to function of error minimization, the best specimens of the population are crossed 
and form a new generation. Functioning of the algorithm ends when the minimum error of the 
desired field structure synthesis is achieved. 

Using the described software, we obtained the values of the field defining elements po-
tentials, providing minimum synthesis error for the desired field distribution on the axis of the 
reflector. On the basis of the result set of potentials, two-dimensional distribution of the field 
inside the reflector was calculated, as well as the relative error of the synthesis on the axis and 
the periphery of the reflector. The two-dimensional potential distribution is shown in Fig. 3. 
The results of calculations are shown in Fig. 4. 
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Figure 3.

Figure 4. Electric field intensity and relative synthesis e
1 – desired field, 2 – field on the axis of reflector, 3 
periphery of the reflector, 4 – relative error on the axis of the re
lector, 5 – relative error on the periphery of the refle

IONS TRAJECTORIES 

The ions trajectories were calculated using numerical Runge
of fourth order. Maxwell velocity distribution in a given energy range is provided by using a 
special ion packets generator. The number of ions in the packet is selected based on the cond
tion of smoothness of the velocities distribution. For each mass 
calculated:  

 

where Tj – individual ion in packet time of flight.
Root mean square deviation is determined according to the expression: 
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Figure 3. Potential distribution in the reflector 

 
Electric field intensity and relative synthesis error: 

field on the axis of reflector, 3 – field on the 
relative error on the axis of the ref-

tive error on the periphery of the reflector 

Figure 5. Dependency of the resolving power
from the mass

RAJECTORIES SIMULATION AND DEVICE RESOLUTION

The ions trajectories were calculated using numerical Runge – Kutta integration method 
r. Maxwell velocity distribution in a given energy range is provided by using a 

special ion packets generator. The number of ions in the packet is selected based on the cond
tion of smoothness of the velocities distribution. For each mass Mi mean time of f

 
1

1
,

N

mean i j
j

T T
N 

   

individual ion in packet time of flight. 
Root mean square deviation is determined according to the expression: 
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Dependency of the resolving power 

from the mass 

ESOLUTION 

Kutta integration method 
r. Maxwell velocity distribution in a given energy range is provided by using a 

special ion packets generator. The number of ions in the packet is selected based on the condi-
mean time of flight was 

 (11) 

Root mean square deviation is determined according to the expression:  
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And the resolution by sigma: 
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where GTi  root mean square deviation. 
On the basis of the time of flight for the initial energy spread of 60 eV, the resolution 

from mass dependency was calculated, it is shown in Figure 5. Also dependence of resolving 
power from the radial coordinate of impact and initial energy spread of ions was calculated, 
which is shown in Table 1. 

CONCLUSION 

The results allow us to confirm the applicability of the described approach to the design 
of dust-impact time of flight mass spectrometers for space research with relatively high reso-
lution (for a given accelerating voltage 250 V) in a wide range of initial energy spread of ions 
and impact coordinate. A further increase in resolution is possible by increasing the accelerat-
ing voltage (and thus reduce the relative energy spread of the ion packets), or by introduction 
to the design of the instrument of various modifications, such as additional compensating de-
celerating gaps and focusing ion lenses. 

 
Table 1. Dependence of resolving power from the radial coordinate of impact and initial energy spread of ions 

Radial coordinate 
of impact, mm 

Initial energy spread, eV 

15 30 45 60 

0 1122 515 471 515 

10 949 529 618 721 

20 352 379 196 153 

30 100 107 36 31 
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Abstract. The article presents the results of Cr-SiO2 structure of the etching plasma high-voltage gas 
discharge in CF4 + O2 medium at a discharge current of 80 mA, voltage 1.2 kV and duration of the 
bombardment of the surface under study and 5-minutes. Detected sputtering deposition products with-
in the windows in the mask in the chromium mode 1.2 kV, 80 mA. The deposited products formed a 
coating of vertically oriented pyramidal clusters. The images of scanning electron microscopy (SEM) 
are represented. Results of a study of the Raman spectra are presented. The results showed that the 
deposited film is a kind of compounds Cr2NOx. 

Keywords: diffusion, ion-electron beam particles, annealing, pickling, reprecipitation, chromium, 
metal mask, chromium nitride, chromium oxide 

INTRODUCTION 

For a given topology semiconductor materials in microelectronics and micro-relief dif-
fractive optical elements (DOE) plasma etching is widely used [1]. Previously, the authors in 
[2–4] has been shown to be promising application outside the electrods high-voltage gas dis-
charge plasma in the process of etching processes.  

As the masking layer during the formation of micro-relief methods of plasma chemical 
etching wide application of metal masking thin films [5] In the process of etching the metal 
mask is irradiated with plasma. Interaction of reactive plasma components with masking lay-
ers, can affect the quality of the structures formed. It is also known that the products of plas-
ma-chemical reactions may be deposited on the treated surfaces that may have a positive ef-
fect on the result of [6], and is negative. Previous authors effect was observed plasma chemi-
cal deposition reactions to products treated surfaces. However, a detailed study of plasma-
chemical reactions occurring in the etching of silicon dioxide in outside the electrode plasma 
using chrome mask was carried out. In this connection, in this paper, experimental studies of 
plasma-chemical deposition processes, and research products of plasma chemical reactions, 
resulting in a film of non-volatile compounds, deposited on the substrate surface. 
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EXPERIMENTAL TECHNIQUE 

As the initial substrate were chosen fused silica, diameter of 25 mm and a thickness of 
3 mm. The thin chromium film on the substrate was deposited by magnetron sputtering to 
a thickness of 40–60 nm. Test pattern formed electron beam lithography using a scanning 
electron microscope (SEM) Carl Zeiss Supra 25, with device lithography Xenos Xedraw 2. 
This technique of lithography is described in [7]. On the surface of the chromium formed mi-
crorelief of the electron resist ERP-40. To create test structures for experimentation deposition 
products of plasma chemical reactions, have been formed rectangular windows measuring 
30x70 mm. Chemical etching in a solution of cerium sulphate through the resistive layer, the 
window data has been transferred to the chromium layer. (Fig. 1). 

 

 
Figure 1. Cromium mask 

Using this mask was carried out plasma etching of silicon dioxide on the outside of the 
electrode plasma modes: discharge current, I of = 50–80 mA, supply voltage U = 1200 V. As 
a generator electrode is used plasma source described in [8–9]. The experimental setup is 
shown in Fig. 2. 

 

 
Figure 2. The experimental setup for the etching of microstructures: 1 – vacuum chamber; 2 – water-cooled substrate 
holder; 3 – the region of formation of low-temperature plasma; 4 – wide-source is an electrode of the plasma; 5 – high vol-
tage power supply; 6 – redundant system pump; 7 – inlet system of working gas; 8 – substrate; 9 – screen. 



V. Podlipnov, V. Kolpakov 
“Experimental Study of the Re-Emission During Thin Film Etching 

in the Outside the Electrodes Discharge Plasma” 

83 

Samples (position 8 in Fig. 2) were placed in a vacuum chamber 1, and a water-cooled 
substrate holder fixed in 2, the temperature in the etching process is maintained in the range 
23–26 °C. The vacuum chamber was evacuated to a pressure source 10-4–10-2 torr. The opera-
tion was performed 20–25 Pa inclusion of the plasma source 4, forming stream 3. To elimi-
nate excessive heating of the substrate holder used the screen 9 from the window dimensions 
35 × 35 mm. Large window sizes allowed to eliminate the edge effects and to obtain in the 
substrate plasma stream with a uniform particle distribution over its cross section is not less 
than 98 %. In the experiment using the plasma source anode mesh has a diameter of 110 mm, 
cell size of 1.8 mm, non-uniform flow field in the etching better than 2 %. 

In operation, the mode used: I = 80 mA current, accelerating voltage U = 1.2 kV, duration 
of the bombardment of the sample surface 5 minutes. 

The surface of the test sample was subjected to bombardment of negative plasma par-
ticles with an energy of 1.2–2 keV, 80 mA and a duration of 5 minutes. The composition of 
a mixture of CF4 + O2 in a ratio of 50 as the working gas: 1. 

Control properties of thin films before and after plasma treatment was carried out using 
Ntegra Spectra Solaris NT-MDT in Raman spectroscopy mode using a laser with a wave-
length of 532 nm, 10 mW. CCD is cooled to -50 °C Peltier temperature to reduce thermal 
noise when recording spectra. The accuracy of the range of ±2 cm–1. 

RESULTS AND DISCUSSION 

Exploring the plasma etching, it was found that the deposition of plasma chemical etch-
ing products within the rectangular windows, the view of which is shown in Fig. 3.  

 

 
Figure 3. Deposition of etching products in the windows on the surface of the mask of silicon dioxide 

Precipitated structure is a densely packed pyramidal crystallites whose shape is shown in 
Fig. 3. Furthermore, in the image (Fig. 3) can be seen on the long sides of the rectangle is 
“creeping” masking over chromium in the corners of the rectangle crystallite growth signifi-
cantly smaller crystallite orientation that characterizes the process of growth in the center of 
the window towards the edges of the chrome. This configuration of the crystallite growth may 
be explained by the peculiarities of the distribution of the electric field generated as a result of 
treatment. The open surface of the quartz inside the open window is charged, and the metal 
film is removed effectively accumulating surface electric charge in the etching process. Nega-
tive surface charge in this case pushes or significantly reduces the kinetic energy of the plas-
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ma of electronegative component. Thus, the physical sputtering mechanism in this area is 
greatly reduced, without hindering the deposition of neutral particles and positive plasma be-
tween the electrodes at a voltage of 1.2 kV plasma source. This assumption is consistent with 
the phenomena occurring in the process of electron beam processing, as described in [10]. 

Raman spectrum is shown in Fig. 4, c. On this spectrum can be identified characteristic 
broad band maxima correspond to the values of the wave number 152, 225, 278, 343, 619 cm–1. 
A substantial width of the spectral bands of the spectrum indicates a high degree of structure, 
amorphous and non-uniformity of the film, due to the implementation of the deposition on 
a substrate fixed on a water-cooled substrate holder. 

 

     
a b 

 
c 

Figure 4. The product crystallites deposited on the surface of silica reactions:  
a – a top view, b – side view, c – Raman spectra of the deposited structure 

A broad band with a maximum of 152 cm–1 is correlated with the corresponding peak in 
the spectrum of metallic chromium, the measured Raman spectrum is shown in Fig. 4.c. The 
wide bands with maxima 225, 278 cm–1 indicate the presence of compounds in the test Cr2N 
film [11]. 

Maxima wide strips 619, 343 cm–1 correspond Cr2O3 weak maxima 615 and 350 cm–1 
[12]. 
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The form and nature of the location of spectral peaks as a whole allows us to say that the 
basis of the composition of the film lie kristallitovosazhdaemoy connection type Cr2N, with 
minor amounts of nanocrystallites Cr2O3 [11]. Forming on the surface of larger globular struc-
tures (Fig. 3), it is also characteristic hexagonal Cr2N chromium nitride lattice. 

CONCLUSION 

When the voltage to 1.2 kV in a metal mask windows is deposited reaction products. We 
studied the Raman spectra of the resultant structure, based on which it can be said that the 
main component of the crystallite deposited film is chromium nitride Cr2NOx.  
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Abstract. Author using computer simulation methods investigates characteristics of the device supply 
auxiliary circuits of dc electric locomotive in static mode. The electrical schematic diagram of power 
part of this device comprises a capacitive dc voltage divider, autonomous voltage source inverter, 
three-phase transformer with a particular connection scheme IIIy. Due to the use of construction of 
three-phase transformer  with a single magnetic core must take into account the presence of strong 
electromagnetic coupling between the phases. To do this, used a mathematical model of three-phase 
transformer, allowing to get arbitrary schemes of winding connection, including all 12 standard phase 
displacement groups in a clockwise notation. The study presents results of a comparative review of 
the energy characteristics of the device at three methods to generate a regulated voltage at the output 
of the inverter. For example take into account the use of catenary voltage, efficiency, harmonic struc-
ture, the power factor. In the benefits of this study recommended control mode for transistors of the 
inverter. 

Keywords: autonomous voltage source inverter; 3-phase transformer; mathematical model; phase dis-
placement group; pulse-width modulation; efficiency 

INTRODUCTION 

Currently on a board of DC main electric locomotives are quite common electrical con-
sumers feeding by three-phase and single-phase AC voltage. One of the problems to be solved 
in the development of devices for the needs of auxiliary circuits supply is to choose a method 
of catenary DC high voltage conversion in the low three-phase AC voltage. Some schematics 
for DC electric locomotives which based on two-level and three-level bridge-type circuits of 
autonomous voltage source inverter (VSI), including devices with a three-phase transformer, 
were published by experts from Europe and Japan [1, 2]. They have some of disadvantages. 
Usage the bridge-type two-level VSI with a minimum number of semiconductor switches 
(6 pieces) and the highest reliability is most common, but requires at a voltage of 3 kV cate-
nary to use transistors with an operating voltage of 6.5 kV, which are expensive. Usage of 
three-level bridge VSI allows us to take advantage of more cheap power transistors with the 
value of the operating voltage of 3.3 kV, but at the cost of doubling their number and at more 
complicated control algorithms for VSI. The aim of this paper is to offer the device for feed-
ing an auxiliary consumers onboard of DC electric locomotive which is based on three-phase 
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transformer and autonomous VSI, enabling use of a minimum number of relatively low-
voltage power transistors with a simple wiring diagram. 

THE ELECTRICAL SCHEMATIC DIAGRAM OF POWER PART OF DEVICE 

Due to the best weight and size, it is advisable to use not three-phase group of single-
phase transformers, but three-phase transformer with a single magnetic core, for example 
three-limb core. Offered scheme of the device involves independent (without electrical con-
nection with each other, an open circuit) connection of phases of the primary winding of 
transformer to output terminals of inverter (see Fig. 1). 

 

 
Figure 1. The electrical schematic diagram of power part  

of the device supply auxiliary circuits of dc electric locomotive 

The device in Fig. 1 converts DC voltage into three-phase alternating voltage, the fre-
quency and magnitude of which can be adjusted. Each phase of the primary winding three-
phase transformer is connected to the cell of converter. Each the cell is a single-phase half-
bridge autonomous VSI. For example, phase A is connected to the cell that includes the tran-
sistor switches VT1 and VT2, diodes VD1 and VD2 and capacitors C1 and C2. Transistors 
VT1 and VT2 are opens alternately at equal time intervals, forming the alternating voltage on 
the phase A of primary winding of the transformer. Series-connected capacitors C7, C8 and 
C9 represent a capacitive divider that divides the input DC voltage of catenary in three equal 
parts (three is the number of phases of the transformer and number of cells of the converter). 
A pair of transistors in the other two phases work the same as in phase A, but shifted in time 
by 120° and 240°, forming on the windings of the transformer the three-phase symmetric sys-
tem of supply voltages.  

In accordance with [4] common connections for 3-phase transformers are recommended 
with vector groups 0, 1, 5, 6, 11 and additional connections with vector groups 2, 4, 7, 8, 10 
(meaning the combination of the connection circuits of a D, Υ, Z). Known three-phase trans-
former T-164 (Fig. 2) with the scheme and winding connection group Dyn7, wich designed 
for galvanic isolation and conversion of the channel of auxiliary circuit power supply unit  
voltage to voltage for auxiliary power consumers onboard of electric locomotive. 

For the analysis of operation modes of the proposed device, it is expedient to use com-
puter simulation tools. The simulator of a three phase transformer must be able to receive 
a standard group connection of windings in a clockwise notation [3], and use independent 
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Figure 2. Three-phase transfor

For the analysis of operation modes of the proposed device, it is expedient to use co
puter simulation tools. The simulator
a standard group connection of windings in a clockwise notation [
connection of the windings to the voltage source and to take into account the strong magnetic 
connection between the phases of the transformer, 
required properties of a simulato
vide the ability to configure the
tion groups. 

THE MATHEMATICAL M

In compact form we can write the equations of the mathematical model of three
transformer as: 

 

The system (1) is written for each phase of transformer. We denote t
a certain phase as follows: j a b c

permutations of the phase indexes: 
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connection of the windings to the voltage source and to take into account the strong magnetic 
connection between the phases of the transformer, assembled on a single 
required properties of a simulator based on the equations given in [4]. These equations pr

the model of transformer for any of 12 standard windings conne

phase transformer T-164 with the scheme and winding connection group Dyn7
for usage onboard of electric locomotive 

For the analysis of operation modes of the proposed device, it is expedient to use co
The simulator of a three phase transformer must be able to receive 

standard group connection of windings in a clockwise notation [3], and use independent 
connection of the windings to the voltage source and to take into account the strong magnetic 
connection between the phases of the transformer, assembled on a single 
required properties of a simulator based on the equations given in [4]. These equations pr

the model of transformer for any of 12 standard windings conne

MODEL OF THREE-PHASE TRANSFORMER WITH 

MAGNETIC CORE 

In compact form we can write the equations of the mathematical model of three
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RANSFORMER WITH SINGLE 

In compact form we can write the equations of the mathematical model of three-phase 
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Let us describe the components of equations (1). EMF of primary winding and secondary 
windings of transformer, respectively. 

 
1

1 01 1 ,
j

j j j

di
e v L

dt


 
   
 

 (2) 
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1

.
j

j j j

diw
e v L

w dt


 
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 

  (3) 

 

Here: v – phase voltage, V; i – phase current, A; L  – inductance of phase winding, H; r – 

active resistance of the phase winding, Ohm; w – number of turns in the phase winding. The 
index 1 indicates belonging to a primary winding of transformer, and index 2 – to the second-
ary. 

For each phase, the voltage drop in the branches of the magnetization of the primary 
winding in a series connection in the branch of the main inductance Lm and resistance rm, on 
which stand the iron losses is described by the expression: 
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where i  is the current in the branches of the magnetization phase of the transformer. 

The “+” sign in the expression (3) corresponds to the case when the primary and the sec-
ondary coils which are located on the same one limb have the same direction of winding and 
similar location of the beginnings and the ends – inductors coupled positively. The sign “–” is 
used for the case of opposite direction of winding of the coils or change the beginning and end 
of one winding relative to another – inductors coupled negatively.  

Using permutations of the phase indexes, we can write (4) as (5), and (3) as (6): 
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Through the use of other permutations of the indices of the phases can also be written (4) 
to (7), and (3) to (8): 
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Matching equations, wiring diagrams, signs in front of the right part of the expression for 
the EMF of the secondary winding and vector group i
transformer summarized in table 1. Computer implementation the above
ical model of three-phase transformer by means of PSpice [6] provides twelve terminals of the 
windings, thus achieving the possib

 
Table 1. Compliance in the mathematical model of three

Connection scheme of windings

Rooms of expressions, describe the mat

The sign in front of the right part of the expression for the 
EMF of the secondary winding 

Winding vector group clockwise notation

METHODS OF FORMING 

With the aim of making better use of the input DC voltage should be used the angle of 
conduction of the transistors   
mary winding of transformer. 
For regulation of the magnitude of alternating voltage is possible in this case to use the re
tangular-triangular pulse width modulation (PWM): triangular bipolar carrier frequency vo
tage and the modulation voltage in the form of a meander (we shall call this 
Fig. 3). 
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Matching equations, wiring diagrams, signs in front of the right part of the expression for 
the EMF of the secondary winding and vector group in the mathematical model of three
transformer summarized in table 1. Computer implementation the above-described math

phase transformer by means of PSpice [6] provides twelve terminals of the 
windings, thus achieving the possibility of its use in any connection diagram.
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The main disadvantage of the above mentioned method of forming the voltages (control 
follows from the harmonic composition of the signal shape of a 

-order harmonic components, the relative amplitude of harmo
ics decrease inversely proportional to its number (relative amplitude of the 1

harmonic is 1/3, 5-th – 1/5). Third harmonic voltage is very high, which d
termines the magnitude of the third harmonic current of the primary winding 

st harmonic) and the significance of additional losses fr

To overcome this drawback is proposed as a modulating voltage to use the signal form 
“meander with a pause” when the pulse width 120° (we shall call this “Method 2”, see 

For comparison as the “Method 3” we’ll use an algorithm of sine-triangle PWM with 
third harmonic having 0.167 relative magnitude from the first harmonic injection and the 
first harmonic overmodulation (see Fig. 5). The injected third harmonic is in

Figure 4. PWM in accordance with Method 2 

Figure 5. PWM in accordance with Method 3 
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The results of simulations for comparison of three methods of forming output voltage of 
the VSI are summarized in table 2. In all cases, the parameters of transformer and load are the 
same. The load is symmetrical. The frequency of the modulating voltage of 50 Hz, the carrier 
frequency of 650 Hz. All values in table 2 are presented in relative units. 

If any of the considered methods do not exist or quite small the harmonics with order 
multiple of three in phase and phase-to-phase voltages of the secondary winding of transfor-
mer. This has a positive effect on the harmonic composition of the current in the secondary 
winding. The potential of the neutral point of the load (Fig. 1) is close to zero.  

From the point of view the harmonic composition of currents and voltages generated by 
the converter, preferably, when the period of the modulating voltage is placed an odd number 
of periods of the voltage of the carrier frequency. Otherwise the currents and voltages will 
contain even harmonics (according to table 2 it has little effect on the energy characteristics of 
the electrical system). 

Method 2 allows to drastically reduce the amount of current of the 3rd harmonic in the 
primary winding T (to 11.09 % from 1st harmonic).  

In Method 3, the 3rd harmonic current in the primary winding of transformer is 150.62 % 
from 1st harmonic, which is lower than with Method 1, where 212.76 %. 

The simulated curves of voltages and currents of the transformer are shown for Method 1 
in Fig. 5, for Method 2 in Fig. 6 and for Method 3. – in Fig. 7, where the curves: 1 – phase 
voltage of the primary winding, 2 – phase current of the primary winding, 3 – phase current of 
the secondary winding, 4 – phase voltage of the secondary winding, 5 – inverted in sign 
phase-to-phase voltage of the secondary winding. 

From table 2 it is seen that the highest value of the 1cosT  demonstrates the Method 2. 

However, it is noticeably inferior to the other two methods by using the input voltage and, as 
a consequence, the active power at the load. Out on the set of power characteristics, that is, 

the value of the product 
*

11cos phaseT V     is preferable to Method 3. 

 
Table 2. Comparative results of calculation of characteristics of the device for supply of three-phase and single-
phase auxiliary circuits of DC electric locomotive with different methods of forming output voltage of the VSI 

Name of cha-
racteristics 

1st harmonic of the phase 
voltage of primary 

winding of the transfor-
mer 

Active power at 
output of the 
transformer 

Power factor at 
input of the 
transformer 

Efficiency of 
the transfor-

mer 
1cosT    – 

The symbol 
*

1phaseV  
*

2P  1cos  T  EK  
*

1phaseEK V  

When the carrier frequency is 650 Hz 
(voltage PWM based on 13 periods of carrier frequency for one period of the modulating) 

Method 1 1.000 (520.9 V) 
1.000 (73.2 

kW) 
0.845 0.917 0.775 0.775 

Method 2 0.859 0.759 0.829 0.970 0.804 0.691 

Method 3 0.969 0.925 0.833 0.939 0.782 0.758 

When the carrier frequency is 600 Hz 
(voltage PWM based on 12 periods of carrier frequency for one period of the modulating) 

Method 1 1.000 (518.7 V) 
1.000 (73.0 

kW) 
0.847 0.910 0.771 0.771 

Method 2 0.873 0.761 0.834 0.966 0.806 0.704 

Method 3 0.966 0.925 0.825 0.961 0.793 0.766 
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Figure 6. Voltages and currents of the transformer in case of control of the VSI according to the Method 1 

 
Figure 7. Voltages and currents of the transformer in case of control of the VSI according to the Method 2 
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Figure 7 (continued). Voltages and currents of the transformer in case of control of the VSI  

according to the Method 2 

 

 
Figure 8. Voltages and currents of the transformer in case of control of the VSI according to the Method 3 
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CONCLUSION 

The suggested scheme of power supply of auxiliary circuits of DC electric locomotive on 
the basis of the three-phase half-bridge autonomous VSI and three-phase transformer with 
winding connection scheme IIIy, with the following advantages: the number of power transis-
tors is minimal, transistors with relatively low operating voltage, which reduces the device 
cost. The cost of the set of semiconductor switches can be reduced to 1.5–2.0 times in com-
parison with the known technical solutions. 

Through a simulation using the original mathematical model of three-phase transformer is 
analyzed the methods of control of power switches. The best method for the totality of the 
energy characteristics and aspects of electromagnetic compatibility of suggested device rec-
ommended. Methods of forming output voltage of the proposed inverter does not differ from 
that used in known circuits. This allows to use technology of digital space vector PWM to 
control this VSI. 
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Abstract. The possibility of applying the magnetic methods of non-destructive testing discussed with 
regard to details from Nickel-based superalloys. The tests based of measurement of magnetic suscep-
tibility performed with use of the new device with improved sensitivity. The severe deformation in 
turbine blade after exploitation led to the appearance of a strain-induced magnetism in initially para-
magnetic alloy. The strain-induced magnetism associated with formation of ferromagnetic clusters in-
side of the particles of intermetallic phase. The obtained magnetic effect correlated with the dynamic 
stress level and the number of lattice defects in various parts of the blade. 

Keywords: non-destructive test, magnetic properties, deformation, Nickel-based superalloy 

INTRODUCTION 

Superalloy EP-800 widely used in Russian power industry [1]. Structure of this alloy 
consists of the nickel solid solution, 40 % of the strengthening -phase (intermetallic com-
pound Ni3Al) and a small amount of carbides (2 %). The intermetallic compound Ni3Al is 
a weak ferromagnetic with a Curie temperature Tc = 41 K [2]. A deviation from stoichiometry 
or alloying lead to increases of Curie temperature [3], but at room temperature the Ni3Al is 
paramagnetic. As a result, all phases of the alloy is paramagnetic at room temperature and re-
tain this state during its further increase. For blades of the EP-800 alloy, whose upper level is 
900C, the working temperature, as a rule, is 800C (standard regime) with operation time 
27000 h. In the literature, there is no information that any superalloy changed its magnetic 
properties after the operation on the standard regime during the warranty period. Magnetic 
methods of nondestructive testing were not in demand for Nickel-based superalloys to date. 

On the other hand, some intermetallic compounds, including Ni3Al, known to exhibit 
strain-induced ferromagnetism, the phenomenon in which a paramagnetic intermetallic com-
pound becomes ferromagnetic in part upon heavy deformation [4]. Practically super-
paramagnetic state observed. Since it revealed no formation of any new phases, the descrip-
tion of the strain-induced ferromagnetism performed using the term “magnetic cluster”. Note 
that the above results obtained under cold deformation (for example, cold rolling). The only 

                                                           
  Rigmant, M., Kazantseva, N., Davidov, D., Shishkin, D., Scherbinin, V., 2017 
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observation of this effect in Nickel-based superalloy ChS-70 after high-temperature deforma-
tion is [5]. 

The appearance of ferromagnetic ordering in the initially paramagnetic alloy results from 
the formation of magnetic clusters inside the cuboids of the strengthening intermetallic phase 
(Ni3Al). Changing magnetic susceptibility values can be detected by an original device for the 
magnetic susceptibility measurements named FERROCOMPAS which was developed by the 
authors. The previous device IMPAS developed in this research group is currently used in in-
dustry [6–7]. New device is compact, portable, has an improved sensitivity (±110–4) and 
working with computer for processing the measurement results. It suitable to work with low 
magnetic (austenitic) materials, such as stainless steel [8]. The possibility of applying this de-
vice to a three-phase material was considered in [9]. In this article, the device 
FERROCOMPAS applies for another class of low magnetic materials, to Nickel-based supe-
ralloys. 

In this article, the degree of structure degradation of the turbine blades made from Nickel 
superalloy EP-800 studied by structural and magnetic methods after long-time operation with 
increased temperature and level of dynamic stress. 

EXPERIMENT 

The study of structure and magnetic properties was carried out on as-cast polycrystalline 
blade from the superalloy EP-800 after operation at the stationary gas turbine of an industrial 
type with increased temperature from 800C in standard regime up to 880 C. Operation time 
was 9000 h with 17 turbine starts. The purpose of the experiment was to enhance the thermal 
efficiency and output capability of the power generation gas turbines (GTs). The main way of 
increasing power is to increase the operating temperatures and rotation speed [10-11]. 

The chemical composition of the investigated Ni-base superalloy given in Table 1. 
Magnetic tests performed at room temperature using the FERROCOMPAS device for the 

magnetic susceptibility measurements. Processing of results performed using calibration sam-
ples. The vibrating magnetometer Lake Shore 7407 also used for measurements of the magne-
tization of the samples. Measurements performed at the frequency of 82 Hz. The amplitude of 
vibration was 1.5 mm; the relative error of measurement was not more than 1 %. 

Studies of the fine structure made in the Test center of nanotechnology and advanced ma-
terials, Institute of metal physics UB RAS using a transmission electron microscope JEM-
200CX, for X-rays microanalysis was used scanning electron microscope JSM 6490. 

RESULTS AND DISCUSSION 

After operating during 9000 h at the experimental regime (880C), an increase in the 
magnetic susceptibility  of blades material observed. The distribution of the magnetic sus-
ceptibility values on the surface of the turbine blade shown in Fig. 1. 

The initial values of the magnetic susceptibility of superalloy EP-800 (before high-
temperature deformation) was low:  = 410-–4. The increase  was different in different parts 
of the blade. 

The maximum magnitudes were obtained for the convex feather part on its “back”, in 
area where, as well known, temperature and the dynamic stress level were maximal [12]. The 
back of the feather is a narrow zone running along the axis of the feather on its convex side at 
the place of maximum curvature. Another critical place is the leading edge of the feather.  
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a b 

Figure 1. Results of the magnetic susceptibility Measurement superimposed on the Photograph of the Blade 
from the both Sides: a – convex part; b – the concave part 

In this case, we observe the phenomenon of deformation-induced magnetism after high-
temperature deformation. This phenomenon is associated with intermetallic strengthening 
phase Ni3Al, or rather with the formation of the stable defects complexes inside the -phase 
particles. In the samples, which were cut from the convex part of the feather, the studies re-
vealed a large number of defects in both the solid solution and in the intermetallic particles of 
-phase (Ni3Al) (Figure 2, a–b). The main defects were stacking fault defects within the de-
formed particles of intrermetallic -phase (Fig. 2, c–d). The stacking faults were visible on 
the dark-field images. It proved that they belong to the strengthening intermetallic phase (su-
perstructure stacking faults). 

 

 
Figure 2. Structure of the different Parts of the turbine Blade after operation at 880C for 9000 h: a – particles of 
intermetallic phases in the feather, dark-field image in the reflex of -phase; b – high density of defects in the convex feather 
part on its back, the bright-field image; c, d – stacking faults inside the particles of intermetallic -phase in the convex feath-
er part on its back 

In the locking turbine part, there were no defects inside -particles and the only structural 
effect was a coagulation of intermetallic phase under heating (Fig. 3, a). The annealing of the 
deformed samples in a stepwise mode led to the restoration of defect-free state inside -phase 
particles (Fig. 3, b). 

Note that the electron microscopic analysis did not revealed formation of any new phase. 
The only phase transformation is carbide reaction when the carbide NbC replaced by carbide 
(Cr, Mo, W)23C6. These carbides are paramagnetic. 
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Figure 3. Intremetallic Phase, Dark-field Images in the Reflex of -phase: a – locking part;  

b – sample cut from the turbine blade after operation 880C, 9900 h and reductive annealing in a stepwise mode 

Thus, we see the correspondence between the number of the crystal structure defects in 
the various parts of the blade and the values of the magnetic susceptibility. Note the long-time 
operation of turbine blades from superalloys in the standard regime did not lead to the forma-
tion of stable defects complexes inside particles of the strengthening intermetallic phase. The 
defects located preferably in the solid solution. Such type of structure did not lead to the ap-
pearance of ferromagnetic properties of the paramagnetic alloy. Thus, magnetic cluster can be 
thought of as a complex of defects inside the intermetallic phase. 

The formation of the stable defect complex inside the '-phase testifies of its softening. 
The properties of the intermetallic phase approach those of a solid solution, and the '-phase 
ceases to be strengthening component. 

In this study magnetic susceptibility measurement performed directly on the blades with-
out preliminary preparation of the surface that corresponds to the method of non-destructive 
magnetic testing.  

The surface of blade was oxidized therefor it was necessary to trace the role of oxidation 
in the magnetic properties change. The high concentration of chromium (12.2 %) leads to the 
formation of the oxide Cr2O3 layer on the surface. This oxide is antiferromagnetic with low 
value of magnetic susceptibility. This is a protective oxide. 

At first, it is necessary to establish whether there was a diffusion redistribution of alloy-
ing elements. The greatest interest to us is the area of the feather back, the place where the 
dynamic stress is maximal. 

This zone is shown by hatching in Fig. 4 and this zone was used also for X-rays micro-
analysis of the alloy chemical composition. Statistical processing of data carried out accord-
ing to results of measurements obtained in 12–16 points along lines marked as 1–3 at the 
scheme. 

 

 
Figure 4. Scheme of X-rays microanalysis Zone on the feather cross Section 

Table 1 shows the results of a study of possible redistribution of alloying elements in the 
alloy under the action of temperature and stress. It can conclude that the diffusion redistribu-
tion of chemical elements significantly suppressed with alloying. Our results obtained by  
X-rays microanalysis revealed of the redistribution of chemical elements only in two areas of 
the feather surface (4 at the scheme): near its back and leading edge.  
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Table 1. Chemical Composition of Alloy EP-800 according to the Specification and the average Composition  
as determined on Specimen cut from the Feather (wt. %), Carbon ≤ 0.05 wt. % 

Alloying element Cr Mo W Al Co NB Ni Fe 

Specification 12.0–13.5 5.0-7.0 6.0-8.0 4.2-5.0 8.5-10.5 1.5-2.0 54.0-60.0 1 

1 12.2 6.0 7.1 4.5 9.5 2.2 57.6 1.1 

2 11.9 6.8 7.7 4.2 9.1 2.3 56.7 1.0 

3 12.3 6.4 7.4 4.4 9.6 2.2 56.5 1.0 

 
Table 2. Chemical Composition of the oxide Layer on the external Surface (4 at the Scheme) 

Alloying element Cr Mo W Al Co NB Ni Fe O C 

Oxide layer on the feather 12.6 3.7 6.5 4.1 3.3 2.2 51.1 5.6 5.2 7.9 

Oxide layer on the back of the feather  4.6 3.6 1.3 7.2 3.2 2.3 43.6 6.2 13.5 16.8 

 
It the oxide layer there was an increase in the iron concentration from 1 % up to 6 % (iron 

was not an alloying element and presented as an impurity) together with the decrease in the 
chromium content from 12.2 % down to 4.6 %. It led to the formation of ferromagnetic iron 
oxides. As a result, places of the blade the most prone to stress were a subject to surface cor-
rosion. The formation of ferromagnetic iron oxide is both a contribution to the increase of the 
magnetic susceptibility, and the evidence of the degradation of the structure as a demonstra-
tion of diffusion under stress. 

The structure degradation is real because the increases in operating time at the experimen-
tal regime led to the emergency destroy of the blade after 9390 h (13 months). 

The independent magnetic measurements held using a vibrating magnetometer Lake 
Shore 7407. The measurement by vibrating magnetometer conducted by certified methods on 
verified device, but this method of study was destructive. The experiment carried out on the 
samples in the form of thin plates (0.3 mm). They were the workpiece parts of foils for the 
electron microscopy described above. Samples cut in such a way that they do not include oxi-
dized surface. 

Field dependence of the specific magnetization M(H) is representing in Fig. 5. The results 
were consistent with a previous experiment: the values of magnetic susceptibility increased in 
the convex feather part of the blade after operation 880 C, 9000 h and the field dependence 
of magnetization represents a curve with saturation for the same sample.  

 

    
a b 

Figure 5. for Samples cut from different Parts of the turbine Blade after operation 880 C, 9000 h: a – field de-
pendence of the specific magnetization M(H): 1 – locking part; 2 – convex feather part on its back; b – the same curve M(H) 
on a larger scale 
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Hysteresis also observed, but the hysteresis loop is very narrow, suggesting the formation 
of super-paramagnetic state. In Fig. 5, b hysteresis loop shown for the sample cut from the 
blade on a different scale. 

CONCLUSIONS 

It is found that the initially paramagnet superalloy EP-800 acquires some ferromagnetic 
properties after long-time exploitation with increased operation temperature and rotation 
speed. The obtained magnetic tests results correlate with the dynamic stress level and the 
number of lattice defects in various parts of the blade.  

The surface oxidation can be an additional factor of the magnetic susceptibility increase 
due to iron oxide formation by the diffusion under stress. 

Both of these factors, and the formation of defects inside the particles of the strengthen-
ing intermetallic phase, and the formation of ferromagnetic oxides on the surface of the feath-
er, at the same time indicate degradation of the structure. 

A measurements of the magnetic susceptibility by the improved sensitivity device allow 
detecting the structure degradation and lead to use the magnetic nondestructive testing me-
thods for evaluating the output capacity of turbine blades. 
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Abstract. The present paper describes testing the algorithm based on methods of cascade fragmenta-
tion and ordering pixels sequence. The test images were borrowed from the sample images database 
available on University of Southern California site. All images were divided into 4 groups. Each 
group featured images of certain class and size. Testing was done at the following algorithm parame-
ters: with variable sizes of image fragments (55, 66, 1616); with variable number of ordering me-
thods (bypass methods) applied to fragment’s pixels (16, 32, 64, 128, 256). Test results were 
represented as average, minimum, maximum and variance compression ratio. It was shown that aver-
age compression ratio can be increased by 4.7 % for some groups of images and compression algo-
rithm parameters. Moreover, cascade fragmentation was found to have other advantages over “snake” 
image bypass. 

Keywords: lossless image compression, compression algorithms testing, cascade fragmentation, order-
ing pixels sequence, optimal bypass, code book 

INTRODUCTION 

All of image compression algorithms can be classified into two groups: 1) the bypass of 
image pixels matrix and obtaining the ordered pixels sequence (array); 2) the transformation 
of image matrix; transformation results are bypassed subsequently. 

The methods of image bypass [1–4] generally come down to simple bypass methods; in 
particular, “snake” bypass is applied to JPEG images. At this bypass, the value of each subse-
quent pixel is predicted from previous values. Regardless of complex predictors, a simple me-
thod of pixels matrix bypass is used. In most cases delta-coding (the first finite difference) is 
applied as predictor. For transformation purposes, Fourier discrete transform [5] as well as 
wavelet transform is commonly employed [6]. 

In the previous paper [7] the authors proposed cascade splitting of an image into multiple 
fragments of fixed size. Then, finding optimal bypass trajectory was considered which was 
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thought to result in greater compression ratio compared to traditional “snake” bypass. A more 
detailed theoretical description of the tested algorithm can be found in papers [7–9]. 

ORDER AND RESULTS OF TESTING 

The present research was aimed at developing a beta software version for image com-
pression and comparing the results of compression with and without the use of cascade frag-
mentation and bypass optimization. The following parameters are assumed variable at testing: 
image fragment size; the number of ordering methods (bypasses) applied to fragment’s pixels. 
Delta-coding is used as predictor. To compress the prediction error (modulo) Huffman’s me-
thod is applied [1]. 

The developed method was tested on sample test images [10] taken from the site of Uni-
versity of Southern California on their Signal and Image Processing Institute page. The fol-
lowing images were tested: 2.1.01...2.1.12, 2.2.01...2.2.24, 4.1.01...4.1.08, 4.2.01...4.2.07.  

In order to understand the efficiency of this or that compression mode, the tested images 
were divided into 4 groups based on the following criteria: size and class of an image. Thus, 
the first «2.1.*.tiff» and the second «2.2.*.tiff» groups represent aerial photographs of 
512×512 and 10241024 pixels size respectively. The third «4.1.*.tiff» and the fourth 
«4.2.*.tiff» groups are photographs of 256256 and 512512 size respectively. Additionally, 
the general result for all images was provided. Each group was tested at the following bypass 
parameters: without cascade fragmentation and optimization (“snake” bypass) and with cas-
cade fragmentation and bypass optimization [7]. The examples of free parameters of compres-
sion algorithm included fragment sizes at nxn splitting and the number of fragment bypasses 
{k}: 5×5 {824}, 66 {22144}, 1616 {16}, 1616 {32}, 1616 {64}, 1616 {128}, 1616 
{256}. The 1616 fragment was limited reagrding the number of its bypasses with the view of 
saving on compression time and the expenses of coding the bypass number.  

Test results are shown in tables 1…4 with average, minimum, maximum, and variance 
compression ratio represented by groups of images and compression types respectively. Simi-
larly, the test results by compression time are given in tables 5…8. 

 
Table 1. Average compression ratio of images 

Groups of images 
Average compression ratio 

“Snake” 
bypass 

55 
{824} 

66 
{22144} 

1616 
{16} 

1616 
{32} 

1616 
{64} 

1616 
{128} 

1616 
{256} 

2.1.*.tiff 512512 1.424 1.414 1.424 1.426 1.426 1.426 1.426 1.426 
2.2.*.tiff 10241024 1.547 1.536 1.546 1.548 1.548 1.548 1.548 1.547 
4.1.*.tiff 256256 1.618 1.627 1.644 1.622 1.622 1.622 1.622 1.622 
4.2.*.tiff 512512 1.549 1.556 1.569 1.553 1.553 1.553 1.552 1.552 
All images 1.539 1.531 1.542 1.540 1.540 1.540 1.540 1.540 

 
Table 2. Minimum compression ratio 

Groups of images 

Minimum compression ratio 

“Snake” 
bypass 

55 
{824} 

66 
{22144} 

1616 
{16} 

1616 
{32} 

1616 
{64} 

1616 
{128} 

1616 
{256} 

2.1.*.tiff 512512 1.219 1.212 1.220 1.219 1.219 1.219 1.219 1.219 
2.2.*.tiff 10241024 1.284 1.271 1.275 1.283 1.283 1.283 1.283 1.283 
4.1.*.tiff  256256 1.222 1.197 1.203 1.218 1.218 1.218 1.218 1.217 
4.2.*. tiff 512512 1.222 1.197 1.203 1.218 1.218 1.218 1.218 1.217 
All images 1.219 1.197 1.203 1.218 1.218 1.218 1.218 1.217 
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Table 3. Maximum compression ratio 

Groups of images 
Maximum compression ratio 

“Snake” 
bypass 

55 
{824} 

66 
{22144} 

1616 
{16} 

1616 
{32} 

1616 
{64} 

1616 
{128} 

1616 
{256} 

2.1.*.tiff 512512 1.618 1.613 1.624 1.621 1.621 1.621 1.621 1.621 

2.2.*.tiff 10241024 2.054 1.980 2.017 2.042 2.042 2.042 2.043 2.042 

4.1.*.tiff 256256 2.108 2.120 2.167 2.107 2.107 2.107 2.106 2.107 

4.2.*.tiff 512512 1.883 1.915 1.938 1.887 1.887 1.887 1.887 1.886 

All images 2.409 2.463 2.510 2.423 2.422 2.422 2.422 2.421 

 
Table 4. Variance image compression ratio 

Groups of images 

Variance compression ratio 

“Snake” 
bypass 

55 
{824} 

66 
{22144} 

1616 
{16} 

1616 
{32} 

1616 
{64} 

1616 
{128} 

1616 
{256} 

2.1.*.tiff 512512 0.016 0.016 0.017 0.017 0.017 0.017 0.017 0.017 

2.2.*.tiff 10241024 0.027 0.026 0.029 0.026 0.026 0.026 0.026 0.026 

4.1.*.tiff 256256 0.081 0.089 0.097 0.081 0.081 0.081 0.081 0.081 

4.2.*.tiff 512512 0.049 0.058 0.061 0.050 0.050 0.050 0.050 0.050 

All images 0.049 0.053 0.057 0.050 0.050 0.050 0.050 0.050 

 
Table 5. Average image compression time 

Groups of images 

Average compression time 

“Snake” 
bypass 

55 
{824} 

66 
{22144} 

1616 
{16} 

1616 
{32} 

1616 
{64} 

1616 
{128} 

1616 
{256} 

2.1.*.tiff 512512 0:01:36 0:02:30 0:18:41 0:01:30 0:01:30 0:01:31 0:01:36 0:01:41 

2.2.*.tiff 10241024 0:05:56 0:09:31 1:20:36 0:05:59 0:05:55 0:06:04 0:06:15 0:06:44 

4.1.*.tiff 256256 0:00:23 0:00:35 0:04:33 0:00:23 0:00:22 0:00:23 0:00:23 0:00:24 

4.2.*.tiff 512512 0:02:14 0:02:51 0:19:55 0:02:07 0:02:06 0:02:10 0:02:07 0:02:21 

 
Table 6. Minimum compression time 

Groups of images 
Minimum compression time 

“Snake” 
bypass 

55 
{824} 

66 
{22144} 

1616 
{16} 

1616 
{32} 

1616 
{64} 

1616 
{128} 

1616 
{256} 

2.1.*.tiff 512512 0:00:56 0:01:56 0:18:11 0:00:52 0:00:52 0:00:53 0:00:59 0:01:02 

2.2.*.tiff 10241024 0:03:46 0:07:52 1:17:03 0:04:13 0:04:10 0:04:15 0:04:26 0:04:42 

4.1.*.tiff  256256 0:00:18 0:00:31 0:04:29 0:00:20 0:00:19 0:00:20 0:00:20 0:00:22 

4.2.*. tiff 512512 0:01:36 0:02:35 0:19:32 0:01:47 0:01:44 0:01:47 0:01:46 0:01:58 

 
Table 7. Maximum compression time 

Groups of images 
Maximum compression time 

“Snake” 
bypass 

55 
{824} 

66 
{22144} 

1616 
{16} 

1616 
{32} 

1616 
{64} 

1616 
{128} 

1616 
{256} 

2.1.*.tiff 512512 0:02:33 0:03:04 0:19:07 0:02:19 0:02:17 0:02:17 0:02:26 0:02:28 

2.2.*.tiff 10241024 0:08:19 0:12:33 1:23:32 0:08:21 0:08:14 0:08:26 0:08:48 0:09:07 

4.1.*.tiff 256256 0:00:30 0:00:42 0:04:43 0:00:29 0:00:29 0:00:30 0:00:29 0:00:31 

4.2.*.tiff 512512 0:02:49 0:03:02 0:20:14 0:02:25 0:02:24 0:02:26 0:02:24 0:02:37 
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Table 8. Variance compression time 

Groups of images 

Variance compression time 

“Snake” 
bypass 

55 
{824} 

66 
{22144} 

1616 
{16} 

1616 
{32} 

1616 
{64} 

1616 
{128} 

1616 
{256} 

2.1.*.tiff 512512 1.025E-07 6.9E-08 4E-08 8.57E-08 8.34E-08 8.39E-08 8.87E-08 8.89E-08 

2.2.*.tiff 10241024 7.286E-07 7E-07 2E-06 5.46E-07 5.21E-07 5.36E-07 6.01E-07 5.93E-07 

4.1.*.tiff 256256 2.134E-09 1.5E-09 3E-09 1.01E-09 1.22E-09 1.24E-09 1.06E-09 1.26E-09 

4.2.*.tiff 512512 1.009E-07 1.3E-08 4E-08 2.45E-08 2.53E-08 2.51E-08 2.29E-08 2.55E-08 

ACKNOWLEDGMENT 

The work was performed as part of the grant GZ/TVG-14(01.10) 

CONCLUSIONS 

1. Let us consider test results by groups of images. According to average com-
pression ratio the fragmentation and optimization method proves more efficient com-
pared to the “snake” method: 1) in group «2.1.*.tiff 512x512» by 0.2%; 2) in group 
«2.2.*.tiff 1024x1024» the results do not differ considerably; 3) in group «4.1.*.tiff 
256x256» by 4.7%; 4) in group «4.2.*.tiff 512x512» by 2%; 5) generally, throughout 
all groups by 0.3%. 

2. If the difference in compression ratio at variable fragment sizes is examined, 
the larger the fragment, the higher the compression ratio. However, compression time 
along with expenses of storing the bypass number in the code book increase parallel to 
fragment size. 

3. Provided the number of chosen bypasses is reduced and the size of fragments is 
big enough, it is possible to obtain higher compression ratio at compression time 
matching that of “snake” bypass. Hence, the proposed algorithm enables adjusting 
compression efficiency. 

4. Besides higher compression ratio the cascade fragmentation has the following 
advantages: it enables displaying/downloading posterized images; display-
ing/downloading particular fragments with improved quality as required; editing pixels 
of particular fragments without re-coding the whole image. 
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Abstract. The relation between properties of industrial products and individual characteristics of the 
laser technology production was researched. The analytical expressions for calculating of the depth of 
penetration of laser radiation into the material are derived in this paper; these expressions allow to in-
crease the efficiency of laser technologies application, to choose optimal laser parameters, and to con-
sider microstructure, chemical composition and mechanical properties of the material. The solution of 
topical problem of technological modes establishing is proposed, considering multiple versions of 
technology and laser equipment choices and considering indeterminacy of thermal properties of ma-
terial. The complex index is distinguished, that index greatly simplifies selection of laser radiation pa-
rameters and allows to make atlas of materials thermal diffusivities.  

Keywords: laser technology, engraving, material, thermal properties, art and industrial products, ther-
mal diffusivity 

INTRODUCTION 

Nowadays laser marking and engraving are literally applied in all branches industry pro-
duction, in instrument engineering, in identification and protection coding of the industrial 
models, in labeling of instrument panels, measuring tools, keyboard fields, in manufacturing 
of plates and signboards and in artistic decoration products. Development of scientific 
progress has increased necessity for esthetic improvement of all industrial production. Tech-
nique is one of the most important component of spiritual wealth, an organic part of the sub-
jective world, and of the artificial environment of human life, its penetration is deeper and 
more extensive into all spheres of human life. That’s why understanding of importance of 
harmonization of the richest and most complex world of subject forms and their relationship 
between each other come to the level of social objectives of the society, it’s acquiring educa-
tional, ideological nature, increasing the importance of creating a comfortable in use, com-
plete in form, esthetically perfect industrial products that meet both high technical and eco-
nomic requirements, with a high degree of artistic expression. 

The individual characteristics of each industrial product, independence of the author's in-
tention, artistic taste, art of execution, disclosure of the artistic properties of the material like 
as its color richness, softness, and plastic are determining the dependence of the shape of the 
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art and industrial products from its purpose, determining the relationship between function 
and design solution, between form and design, material, production technology [1]. 

Currently, the expansion of functional possibilities of the instrument and the complexity 
of forms of products are take place, the detailing of the terrain is increasing, the surface geo-
metry is becoming more complex, the original color solutions are offering, so high artistic ex-
pression of the finished product is achieving. But hand-made production process is extremely 
time consuming and requires a considerable amount of time, that’s why the cost of hand-made 
products is high enough. Mechanical manual processing was replaced by automated one as a 
result of the development and improvement of high technologies. In its turn, the mechanical 
processing was replaced by the laser one [2]. Laser processing is more precise and has already 
became more cheap, it allows to make organic combination of design and industrial produc-
tion. 

Widespread in industrial production laser technologies [3] are rarely applied for identifi-
cation imaging (bar codes, pictograms, numbers, etc.) to identifies the author, place and time 
of production, material composition, etc., due to additional requirements for esthetic proper-
ties, such as shape, pattern, texture and color, and the lack of proven methodologies. A num-
ber of theoretical and practical issues remain as insufficiently studied. In particular, the rela-
tionship between technological modes of laser equipment and surface characteristics of indus-
trial products in the laser engraving is not studied. As usual, technological modes are estab-
lishing under the finished product experimentally. Current regulations ignore procedural is-
sues that are related to the organization and the realization of an objective assessment of sur-
face quality in engraving. Different definitions of terms create additional confusion and lead 
to the serious consequences, that are limiting wide application of laser technologies for  wood 
processing. 

The aim of this work is to study possibility of efficiency increasing of laser technologies 
application for identification imaging of artistic and industrial products of glass, ceramics, 
organic glass, plastic, metal and other materials by establishing of correlation and regression 
relationship between technological modes of laser equipment and surface characteristics of 
industrial products. 

INFORMATION THEORY 

There is a thermal separation process under the laser radiation to all kinds of materials, 
like the burning process. The thermal effect under the laser radiation is defined by the laser 
radiation parameters and thermal properties of material that depend from its microstructure 
[4]. 

As a result of thermal effect by the laser radiation, material begins to heat up. For exam-
ple, there is only moisture remove by evaporation or boiling for organic materials at the tem-
perature of 100...105 °C. When material is heated to the temperature of 105...150 °C, the dry-
ing process ends with the release of gaseous decomposition products. Material acquires a yel-
low and yellowish-brown color. The temperature increase in this stage occurs only due to ac-
tion of external thermal energy source. At the temperature of 150...275 °C release of gases is 
intensifying and vapors of resinous substances are starting to release. Individual flares of gas-
es are appeared at the temperature of 225...235 °C. Material is becoming darker, and its de-
composition mainly proceeds only due to action of external thermal energy source. Decompo-
sition of material with heat release (exothermic reaction) begins at the ignition temperature 
(about 275...290 °C), so a lot of flammable vapors and gases, gaseous products of pyrolysis 
are produced. If heating to such temperature does not occur, so material stops to burn after 
removal of the heat source. The described process is also suitable for industrial products of 
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organic glass, cloth, leather, glass, ceramic, stone. The separation process is similarly at other 
temperatures. 

Based on the above, using the expressions given in [5], in case of the laser beam has a 
Gaussian profile, and the absorbed laser radiant flux surface density is constant and equal to 
F0, the temperature distribution in the solid material and its change in time is described by the 
expression: 
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where F0 is the absorbed laser radiant flux surface density in the center of the spot of expo-
sure, [W/m2]; r is the distance from the center of the heated spot, [m]; z is the depth of heating 
that counted from the surface of material, [m]; T is the temperature, [K]; χ is the thermal dif-
fusivity, [m2/s]; Κ is the thermal conductivity, [W/(m·K)]; t is the time interval from start of 
exposure to laser radiation, [s]; d is the diameter of the laser spot on the surface of material, [m]. 

To determine the temperature in material under the fixed and the same distance from the 
center of the heated spot and the depth of heating, that counted from the surface, considering 
that calculation of the integral, which integrand includes the exponential function, use the in-
tegration by substitution, the expression (1) will be transformed to the following one: 
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As a result of representation of trigonometric function cot(x) as a series and using of the 
first three terms of this series, that introduces an error less than 5 %, but greatly simplifies 
calculations, there is obtained: 
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After using of the ratio for describing the relationship between the main laser radiation 
parameters and material properties [6], the expression, that determine the depth of penetration 
of the radiation into material, is obtained: 

 
2

4
,

p

P
h

C T d


 
 (4) 

where P is the power of radiation, [W]; CP is the heat capacity of material, [J/K]; ρ is the den-
sity of material, [kg/m3]; h is the depth of penetration of the radiation into material, [m]; d is 
the radius of the laser spot on the surface of material, [m]; T(t) is the temperature change of 
the material during the heating, [K]. 

Considering that the thermal diffusivity of non-metallic materials is about 10-8 m2/s, the 
expression (3) can be limited to the first term, after substituting (3) into the expression (4), 
there is obtained: 
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Since the thermal properties of materials depend from temperature nonlinearly, 
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Figure 2. The estimated depth of penetration of laser radiation into the material (point curve)  

and obtained in the experiment one (solid curve) 

RESULTS AND DISCUSSION 

Highlighting of the complex index greatly simplifies the choice of laser radiation parame-
ters, since it allows to create an Atlas of temperature diffusivities of materials as a set of rules 
for the location and naming of materials, that rules establish the order of arrangement of mate-
rials in accordance to temperature diffusivities of materials so the more similar material prop-
erties are, the closer materials should be located to each other, and establish method of indi-
cating of the material location in the sequence of temperature diffusivities. 

The using of the proposed Atlas will simplify the choice of numerical coefficients in the 
expression (6). As a result of mathematical calculations, analysis and expert survey it is ob-
tained that the depth of penetration of laser radiation into the material of 0.3–0.5 mm is neces-
sary for most sharp and clear image. This is enough to obtain a stable contour of cutting, high-
contrast images and patterns, a necessary adhesion to stain the image. On the basis of the ana-
lytical function, there are next selected modes of laser system for imaging of the material [7]: 

– the power of laser radiation of 8.32 W; 
– the laser engraving speed of 18 cm/s; 
– the resolution of 500 dpi; 
– the pulse frequency of 1000 Hz; 
– the diameter of the focused laser beam on the material surface of 0.1 mm; 
– the angle of incidence of the laser beam 0°. 

CONCLUSIONS 

Thus, the theory and practice of laser material processing confirm the possibility of effi-
ciency increasing of laser technologies application for identification imaging of artistic and 
industrial products of wood, natural and artificial leather, bone, glass, ceramics, organic glass, 
plastic, metal and other materials by considering of correlation and regression relationship 
between technological modes of laser equipment and surface characteristics of industrial 
products. 
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The practical significance of the work is determined by the developed proposals applica-
ble to the solution of topical problems of establishing of individual modes of laser processing 
for the decorative processing of materials considering multiple versions of realization of tech-
nology modes and considering indeterminacy of specific properties of material. The proposed 
method allows to preserve the unique natural pattern, to successfully compensate the existing 
natural heterogeneity of material and to provide consistently high results in industrial produc-
tion of high-artistic exclusive products. 
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Abstract. The relationship between properties of industrial products and features of the laser 
processing technological modes are researched. The simulation model for execution of the laser en-
graving operating modes is developed. The analytical expressions, that show the relationship between 
the laser engraving modes and optical properties of glass and allow to increase the efficiency of laser 
technology application and to choose more suitable laser parameters considering microstructure, 
chemical composition and mechanical properties of material, are derived. 

Keywords: instrument engineering, glass, laser technology, engraving, optical properties, industrial 
products 

INTRODUCTION 

Glass is modern, functional and esthetic material that has a set of useful properties and 
natural beauty, so, thanks to that, the glass products are demanded in various spheres of hu-
man activity. Broad using of glass is caused by the unique and peculiar combination of physi-
cal and chemical properties, that combination is not typical to any other material. Glass is 
widely applied in industrial production, medicine, aircraft and astronautics, construction, ho-
lography, trading, advertising, decoration works, etc. 

The application of glass is plural depending on its properties: in instrument engineering 
glass is applied in variable and constant capacitors, in self-induction coils, in vacuum devices, 
for the production of substrates for micro-modules of printed circuit boards, small capacitors, 
high-voltage and high-frequency insulators, devices with ultraviolet radiation, light cells , opt-
ical fibers of computers, glass fibers, optical filters, including variable transmission filters, 
films, for example, glass films that have thickness of 5–100 microns are applied for insulation 
of electric machines. Glass is applied for production of protective glasses for devices’ protec-
tion from mud, mechanical damage, dust and liquids under the ambient temperatures of -60 
till +60 °C. 

Because of low mechanical durability, fragility, presence of internal tension and high re-
quirements to a surface, drawing texts, images, barcodes, scales, limbs, etc., has certain diffi-
culties. Laser processing including laser engraving and laser cutting gives to glass products 
high appeal. Thanks to creation of reliable and rather economic laser equipment in the  
70–80th of 20th century, laser technology of materials processing had appeared as a new indus-
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trial technology. That allows to change flexibly the images on a product surface with the max-
imum using of material without readjustment. 

Laser engraving has a number of great advantages in comparison with other types of im-
aging such as cutting, grinding, cutting, abrasive-jet, chemical, ultrasonic, arc, electric arc and 
ion engraving. 

Laser engraving doesn't require high qualification of personnel, it allows to perform con-
tactless processing of billets, so that allows to minimize the internal thermal-mechanical ten-
sions, to reach the smooth and stable contour of cutting, the high-artistic contrast dark look of 
images, the minimum rounding radius of angles of cutting (0.1–0.3 mm) and gives a chance 
of simultaneous engraving and cutting of material, so that decrease the positioning error and 
the additional processing. At the same time new design properties of an engraving which not 
to reach machining or other types of an engraving turn out, and completely digital chain of 
processes of production with high precision of repeating is created, thanks to virtual process 
of display, visual representation of structures is reached in three-dimensional space. Produc-
tion of special templates of structures is performed by using of the graphical software. By 
scanning of the available samples and by its transferring to gradation of gray, the laser imag-
ing and other types of imaging can be combined, the simplified application of combined mate-
rials to products and the direct imaging of complex three-dimensional structures are possible 
with high efficiency and high performance of production and minimum costs of time for start-
ing of new production [2]. 

Widespread in industry production laser technologies are applied rarely for engraving of 
glass due to lack of approved methods of selecting of processing modes. The high investment 
costs for a robotic laser engraving machine require achieving of a higher consumer qualities 
of a new design of an art-industrial product to prove these investments. Since laser engraving 
is a rather new method with higher requirements to tolerances of machined surfaces, not all 
techniques of engraving are suitable, there are specific technologies that should be used. 

Establishing of the processing modes for glass for reaching of desirable result has some 
features. The most widespread technique of action in that case is experimental operation of 
laser machine in all possible modes, using work material, that will be used for production of 
real products. Disadvantages of that technique are unreasonable using of a large number of 
work materials with spending service life of laser equipment and time for performing of such 
operations and making of test programs. 

As a result of the performed operations, a proposition of establishing of laser engraving 
modes are developed for processing of glass products in a broad variation range of material 
characteristics in case of multiple variants of the choice of possible operating modes combina-
tions. The apparatus of probability theory, mathematical statistics, mathematical modeling and 
the theory of stochastic functions is applied to solve that problem. 

INFORMATION THEORY 

Laser operation is based on thermal interaction between light and absorbing medium. The 
propagation of light in material medium can be divided into four interrelated processes.  

1. The reflection of light. 
2. The absorption of light depends on its initial intensity, on the thickness of medium that 

light is passing throw, on the wavelength of the absorbing light and on the coefficient of ab-
sorption. If light isn't being absorbed, there is no any interaction between light and material. 
When photon is being absorbed by a target-molecule, all its energy is being transferred to that 
molecule and is being spent for a heat and/or for a luminescence. 
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3. Scattering of light. The phenomenon of scattering is important because it quickly de-
crease the radiant flux density, impacting on a material. Scattering is decreased with increas-
ing of wavelength, so longer waves of light are ideal way to deliver energy in deep structures 
of material. 

4. Penetration of light. Light penetration depth in deep structures, as well as intensity of 
scattering, depends on wavelength. Short waves (300–400 nanometers) are intensively scat-
tered and don’t penetrate more than 100 microns. But long waves penetrate deeper because 
that waves are scattered less. 

Interaction between laser radiation and material is adequately described by thermal model 
according to that model the quantity of energy for laser processing significantly depends on 
optical properties of materials. Key physical parameters of laser, that determine impact of 
quantum energy to one or the other target, are the generated wavelength, the radiant flux den-
sity, the time of impact, the angle of incidence and the quality of a laser beam [3]. 

Establishing of the laser engraving modes for processing of glass products in practice is 
performed on the grounds of results of performed experiments; it’s low-effective and is ac-
companied by great costs. The execution of operating modes with simulation model is more 
progressive. 

Relationship between laser engraving modes and optical properties of glass can be de-
scribed generally by the following expression: 

   2 2, , , , , , ,i i i j i jR Y Y Y f R Y Y Y   
 

 

where R – are the parameters of the laser engraving modes; Ri – are the changes of parameters 
of optical properties of glass; X1, X2, …, Xi – are the types of optical properties of glass; 
Y1, Y2, …, Yj – are the levels of the laser engraving modes; i – is the quantity of optical prop-
erties of glass; j – is the quantity of levels of the laser engraving modes, f is the function of the 
physical parameters of the laser, such as the generated wavelength, the radiant flux density, 
the time of impact, the angle of incidence, that define interaction between quantum energy 
and material, and the properties of optical glass such as the microstructure, the chemical com-
position and the mechanical properties. 

Often laser engraving needs to be applied on a finished product when the type of glass of 
product is unknown. Let's carry out the analysis factors that influence on optical properties. 
The thickness deviation in a batch of similar products (from 5 % to 30 %), the tendency to 
surface damages due to a hardness deviation (to 5 %), the emergence of internal tension dur-
ing the forming operation that leads to the further emergence of microcracks, the high sensi-
tivity to the cluster of tensions influence on the transmission of light. It determines deviations 
of density, hardness, thermal resistance, thermal conductivity, viscosity, thermal capacity, 
temperature of a softening, melting point, etc. These properties become a random variable in 
each case, that’s why optical properties of glass become a stochastic function in each specific 
case of application. Existence of correlation relationships between optical properties of glass 
and microstructure, chemical composition and mechanical properties of glass can be provided  
by the expression 

   1 2 1 2, , , , , , ,i i kR X X X Z Z Z     

where Ri – are the changes of parameters of optical properties of glass; X1, X2, …, Xi – are the 
types of optical properties of glass; i – is the quantity of optical properties of glass; Z1, Z2, …, 
Zk – are the characteristics of microstructure, chemical composition and mechanical properties 
of glass; k – is the quantity of the characteristics of microstructure, chemical composition and 
mechanical properties of glass. 
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Any stochastic function can be aligned, i.e.to reduce to form when its expected value is 
equal to zero. Therefore only the aligned elementary stochastic functions will be considered 
further. 

Using the method of canonical representations, stochastic function will be presented as 
the sum of so-called elementary stochastic functions 

( ) ( ),W x V x   

where W(x) is the stochastic function, V is the regular random variable, (x) is the regular 
(non-stochastic) function. 

Taking in mind that the deviations of density, hardness, thermal resistance, thermal con-
ductivity, viscosity, thermal capacity, temperature of a softening, flame temperature have 
normal (or Gaussian) distribution, we’ll perform modelling of normal random value on 
a ground of the central limit theorem: 
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where  – is the average of the normal distribution;  – is the standard deviation; P – is the 
random basic number that generated by the random number generator [4]. 

(X) will be described as regular (non-stochastic) function of coefficient of transmission 
(transparency, %) in ultra-violet, visible and near-infrared spectral ranges from wavelength of 
optical radiation. 

The developed model is used for establishing of the laser engraving modes of glass with 
unknown characteristics. 

To determine analytical expressions, the method of interpolation and extrapolation and 
the least-squares method of approximation are applied considering condition: 

 2

1

( ) min,
n

i i
i

F y x


    

where F – is the minimized function; yi – are the empirical points of statistical dependence; 
(xi) – is the analytical functional dependence. 

In case of the directed transmission, scattering can be neglected and the radiant flux on 
the sample is divided into three components: reflected, absorbed and transmitted one. Consi-
dering that the reflected flux is about 5–7 % for all types of glass, the transmitted flux can be 
calculated according to the obtained expressions. The difference between the energy of the 
incident flux, the energy of the reflected flux and the energy of the transmitted flux allows to 
calculate the absorbed energy, consumed for heating. 

To choose the wavelength of a laser radiation, the function of transparency from wave-
length is used. Determination of this functional dependence is performed on a ground of statis-
tical data from the literature. In the Fig. 1 charts 1 and 2 of boundary cases of dependence of 
transparency on the wavelength of optical radiation of the main brands of glass are submitted. 

Based on the conducted researches approximation is selected by polynomial function of 
the second order. 

() = –194.57 2 + 296.97  – 19.961, 

() = –127.41 2 + 249.33  – 25.76, 

where (i) – is the analytical functional dependence of the coefficient of transmission from 
the wavelength of optical radiation;  – is the wavelength of optical radiation. 
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Figure 1. Spectral characteristic of transmission of various glasses:  

1 is for a usual windowpane, 2 is for glass with a low-emission coating [5] 

DESCRIPTION OF AN EXPERIMENT 

The obtained expression describes the boundary values of the changes of light transmis-
sion of glass, while changing the wavelength of the laser radiation. The most optimal for the 
case in question is a CO2 laser, the emission wavelength of 10.6 μm, controlled by the com-
puter. 

For engraving the laser engraver of the Speedy series of Trotec (Austria) with use of Co-
rel Draw, JobControl software product is chosen. 

RESULTS AND DISCUSSION 

Analysis and expert survey showed that to obtain the most clear and high-contrast images 
to obtain a depth of penetration of laser radiation in an glass of 0.3–0.5 mm. is enough to ob-
tain a stable contour cutting, highly contrasting dark view of paintings and patterns, the neces-
sary adhesion during filling of the image dye. 

Given the functional relations between the modes of operation of the laser system, the 
maximum absorption of light energy glass, optimum performance, set the modes of laser  

Given the functional relations between the modes of operation of the laser system, the 
maximum absorption of light energy of glass, optimum performance, set the modes of laser 
engraving: 

– Laser output power of 11.4 watts. 
– Laser engraving speed of 27.0 cm/h. 
– Resolution of 500 dpi. 
– Pulse frequency 1000 Hz. 
– The diameter of the focused laser beam on the material is 0.1 mm. 
–The angle of incidence of the laser beam 0 

To check the correctness of application of the developed methodology for setting the 
modes of interaction of laser radiation with a glass reproduce halftone gray scale [GOST 
24930-81. Facsimile equipment gray scale. Technical requirements] from white to black, 
when changing the laser output power from 2 to 12 W, the laser engraving speed from 10 to 
180 cm/sec., resolution from 100 to 1000 dpi., the frequency of pulses from 500 to 1000 Hz, 
the diameter of the focused laser beam on the material from 0.05 to 1.0 mm. the angle of inci-
dence of the laser beam from 45 to 90, and combinations of these modes. 

http://files.stroyinf.ru/Data2/1/4294829/4294829457.pdf
http://files.stroyinf.ru/Data2/1/4294829/4294829457.pdf
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CONCLUSIONS 

Successful methods of compensation available natural heterogeneities of the material and 
technological possibilities that provide consistently good results in the case of industrial pro-
duction of highly exclusive products that help to outline the directions of continued research 
to improve the quality of the products high quality consumer products. 

Methods of successful compensation of the available natural heterogeneities of material 
and technological capabilities of ensuring steadily good results are found in case of industrial 
production of highly artistic exclusive products, the directions of continuation of researches 
are planned. 
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