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Machine Learning in Robotic Grasping Tasks: A Survey

Recently machine learning techniques, including deep learning and reinforcement
learning, have been considered as the milestone in the field of computer vision and
vision-based robot tasks, such as grasping. This survey presents a set of recent ap-
proaches in the field of object pick-and-place tasks and object grasping tasks. These
approaches are categorized into two groups, deep-learning-based approaches, and
reinforcement-learning-based approaches. Task-oriented grasping decisions for hu-
mans, are made intuitively, while it is a big challenge for robots to achieve the grasp-
ing tasks as proficient as humans. Several conditions affect the performance of robot
grasping such as changes in environment and illumination, existence of a huge num-
ber of objects with different properties, complex backgrounds, and occlusion between
objects Machine learning techniques are implemented in robotic systems to improve
the capability of these robots to handle these conditions and guarantee high perfor-
mance.

Keywords: Robotics, Machine learning, Deep learning, Reinforcement learning,
Grasping tasks, Object detection.

1. Introduction

In the last few years, the use of robots in grasping and pick-and-place
tasks is rapidly increased, either in the industrial fields [1] or the other life
activities such as assistive robots [2].

Grasping task requires a set of decisions depend on the aim of the manip-
ulation task. Fig. 1 [4] shows that a robot grasps the same object in two dif-
ferent ways according to the manipulation task; wherein Fig. la the task is
hammering, while in image Fig. 1b it is sweeping. This type of grasping
known as task-oriented grasping [3, 4].
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For human, these decisions are made intuitively, in contrast, it is a big
challenge for robots to achieve the grasping tasks as proficient as humans.
Several conditions affect the performance of robot grasping such as changes
in environment and illumination, a huge number of objects with different
properties, complex backgrounds, occlusion between objects, etc. [5]

Fig. 1. Example of task-oriented grasping

Therefore, machine learning techniques are implemented in robotic sys-
tems to improve the capability of these robots to handle these conditions and
guarantee high performance. Variety approaches have emerged with great
breakthroughs in machine learning algorithms.

Deep learning (DL) is part of machine learning techniques. Based on al-
gorithms for learning multiple levels of representation in order to model
complex relationships among data. Inspired by the biological nervous sys-
tem, deep learning model consists of a network of parallel and simultaneous
mathematical operations are performed directly on the available data to ob-
tain a set of representational heuristics between the input and output data.
These heuristics are then used in decision making [6, 7].

Reinforcement learning (RL) is an area of machine learning inspired by
behaviorist psychology. RL is a type of dynamic programming that trains
algorithms using a system of reward and punishment. In another expression, a
robot with a reinforcement learning algorithm learns by interacting with its
environment. It receives rewards by performing correctly and penalties for
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performing incorrectly. The robot, over time, makes decisions to maximize
its reward and minimize its penalty using the dynamic programming [8, 9].

In this survey, a set of most recent researches related to the implementa-
tion of DL and RL in the field of robotic grasping tasks are discussed.

2. Deep Learning in Object Grasping

A lot of advancements were made in the latest year in the field of vision-
based techniques in robotic grasping using deep learning. S Wang et al. pro-
posed a model for robotic grasping based on fully Convolutional Neural
Network (CNN) using high-resolution RGB-D images (400x400) for each
pixel. The proposed method uses one encoder extracts the features from the
original image, such as color image, depth image, grasp position map, grasp
angle map, and grasp width map; and one decoder which outputs these pixel-
wise parameters. According to this implementation, the results show a high
accuracy of about 94.42 % for image-wise and 91.02 % for object-wise and
fast prediction time about 8 ms. Also, this model offers the ability to generate
a robotic grasping for various objects without training directly [10].

Y. Xu, et al. present a GraspCNN approach using a single CNN. The pro-
posed algorithm is a grasp pose localization algorithm to detect oriented di-
ameter circle back to 6D grasp pose in a point cloud directly from the RGB
image. In basic this method combined in design between the standard CNN
and YOLO model to achieve the best object detecting performance in a clus-
tered environment. AS a result of demonstrations this model shows a 96.5 %
accuracy, high speed, and stability [11].

Z. Zhao, et al. developed a grasp network approach that was a mix be-
tween two types of networks. The first one Grasp Prediction Networks
(GPNs) depends on the standard CCNs and Mixture Density Networks
(MDNs). This GPNs uses for prediction samples based on depth image map-
ping to a set of features for the Gaussian Mixture Model (GMM) from groups
of grasp points can decide which candidate group can be a sample. The se-
cond one Grasp Evaluation Networks (GENs) which integrates the GPNs
work by evaluating the candidate groups and select the optimal one. The ex-
perimental results show a high quality of grasping with GPNs and a high res-
olution of evaluating with GENs. However, the cost of these designs and im-
plementation is high compared with other methods also there are lots of lim-
its in dealing with depth image mapping [12].

P. Sharma, et al. address the design approach in how to improve 3D ob-
ject detection for a robot arm by utilizing 2D machine learning methods. The
design methods consider the 3D parameters of the images into 2D sets of
information, and process the object detection to obtain high accuracy perfor-
mance of identification and distance information for the Navigation and grasp
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of the robot arm. Deep Convolutional Neural Network (DCNN) is proposed
with the usage of RGB-D images, which includes one 2D-image in RGB, and
the other in-depth image form. Two methods are proposed, one will be using
two parallel DCNN model and another method will be using three parallel
DCNN model. Afterwards, the parallel models need to be concatenated to get
3D-object detection [13].

Y. Song, et al. introduced an effective single-state grasp detection net-
work based on region proposal networks from Faster R-CNN. The proposed
approach consists of two steps; firstly, multiple oriented reference anchors
are generated. Then, the grasp rectangles are regressed and classified based
on these anchors. The performance of this approach is evaluated based on the
Cornell grasp dataset and the Jacquard dataset, and the experiment results
show high grasp detection accuracies [14].

3. Reinforcement Learning

While collecting robotic grasping dataset via human labeling can be quite
challenging, as there may be multiple grasping regions in the object and hu-
man notions of grasping are biased by semantics. Therefore, some research-
ers try to train robotic grasping models through trial-and-error experiments
which can auto-collect a huge amount of training data.

D. Kalashnikov, et al. suggest a closed-loop vision-based grasping method
using a scalable self-supervised deep reinforcement learning algorithm. The
introduced method can exploit over 580k real-world grasp attempts to train a
deep neural network Q-function with over 1.2M parameters to perform closed-
loop, real-world grasping that generalizes to 96 % grasp success on previously
unknown objects. Unlike the static learning behaviors that choose a grasp point
and then execute the desired grasp, this method enables closed-loop vision-
based control, whereby the robot continuously updates its grasp strategy based
on the most recent observations to optimize long-horizon grasp success. Exper-
iment results prove that the proposed method can be generalized effectively for
complex real-world grasping tasks [15].

A. Zeng, et al. introduced a new approach to achieve a synergy between
pushing and grasping. This approach is based on a pixel-wise version of deep
networks that combines deep reinforcement learning with affordance-based
manipulation. Experiment outcomes prove that the system learns to perform
complex sequences of pushing and grasping on a real robot intractable train-
ing times [16].

A. Rajeswaran, et al., considering a set of 4 object manipulation tasks of
human-like five-fingered hand, shown in Fig. 2 [17], developed a model-free
reinforcement learning model augmented with human demonstrations col-
lected in virtual reality [17].
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Fig. 2. Grasping Tasks that robot supposed to achieve

4. Conclusion and Future Work

In this survey, a set of most recent researches in the field of robot grasp-
ing task were investigated. Several conditions affect the performance of robot
grasping such as changes in environment and illumination, existence of a
huge number of objects with different properties, complex backgrounds, and
occlusion between objects. Therefore, machine learning techniques are im-
plemented to improve the capability of these robots to handle these condi-
tions and guarantee high performance. Two main categories are considered,
which are deep learning and reinforcement learning. It can be concluded that
deep learning techniques are more common compared with reinforcement
learning. However, the latter one is more suitable for grasping of unknown
objects or if it is somehow difficult to collect a sufficient dataset. As a future
work, 3D object grasping according to the matching between the object’s
splines and the robot palm splines will be studied. Both DL and RL tech-
niques will be investigated to figure out which of them is the suitable option
to obtain an accurate and efficient grasping performance.
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Kadenpa «IIporpammuoe obecnieucHney
MxeBckuit rocyaapcTBeHHbIN TexHudeckuil yauusepcuter umenu M. T. Kanamnukosa

MamuHHOe 00yyeHHe B poOOTH3NPOBAHHBIX 3aJa4ax 3aXBaTa:
0030p

B nocneonee spems memoovl MawuHHo20 06yuenusl, 8Kuo4as enybokoe obyuenue
u obyuenue ¢ nooKpennenuem, OblIU NPUSHAHBL BANCHOU 6€XOU 8 00IACMU KOMNbIO-
MEPHO20 3PEHUsL U OCHOBAHHBIX HA 3pEHUl 3a0ay POOGOMOMEXHUKU, MAKUX KAK 34X6d-
muieanue. B smom 0630pe npedcmagiensvl Hogeliuiue nooxoowvl 8 061acmuy 3a0ay 8bi-
bopa u pazmeujeHuss 06veKMos8 u 3a0ay 3ax6ama 06veKmos. dmu no0xXo00bl noopa3-
0ensarmces Ha 08e ePYNnbvl. NOOX00bl, OCHOBAHHbIE HA 2TYOOKOM 00yUeHUl, U NHOOX00bL,
OCHOBaHHble HA NOOKpenaenuy. 3adayu 3axeama J00bMU PEuamcs UHMYUmueHo, 8
mo épems Kak 0151 pOO60mos A61emcsi OONbULOU NPOOIEMOU peuums dIMux 3a0ay max
aHce xopouio, Kax smo denaiom noou. Ha spdpexmusnocms 3axeama poboma eausiom
HECKONbKO YCI08Ul, MaKue KaK usmeHneHue OKpysicaioujell cpedvl U 0C6eujeHHOCU,
Hanuuue 0ZPOMHO20 KOIUHECMEAd 00BEKMO8 C PA3IUYHbIMU CEOUCMEAMU, CLOJCHbIE
onvl u OKKII03UA MencOy obvekmamu. Memoovl MawuHHO20 00YUeHUs NPUMEHSIOM
6 pOBOMOMEXHUYEeCKUX CUCmemax Osi YAYYUleHUs: CNOCOOGHOCMU pPOBOmOo8 Cnpag-
JAMBCSL € IMUMU YCIOBUAMU U 2APAHMUPOSAMD 8bICOKVIO NPOU3E00UMETbHOCHTb.

Keywords: pobotoTexHrKa, MAaITHHHOE 00y4YeHHE, TITyO0Koe 00ydeHne, 00yIeHIe
C MOJIKpETUICHNEM, 3aJauy 3axBara, OOHapyKeHHEe 00BbEKTa.


https://arxiv.org/abs/1806.10293
https://doi.org/10.1109/IROS.2018.8593986
https://arxiv.org/abs/1709.10087
https://mail.yandex.ru/?uid=22434698#compose?to=eng.rawan.sy%40gmail.com
mailto:aimanakkad@yandex.ru

